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## Preface

Long ago I published a book (Smith, N.V., The Acquisition of Phonology: A Case Study, Cambridge University Press, 1973), documenting the linguistic development of my elder son Amahl (A). More recently I have been documenting the linguistic development of his elder son Zachary (Z), and have observed interesting similarities and differences between the two cases. More importantly, the advantages of hindsight in combination with advances in the field have enabled me to revise or reinterpret some of my earlier conclusions. The results of this "Acquisition of phonology from A to Z" follow.

I should start by admitting that there are several possible limitations of the study. Interacting with a grandchild is not the same as living with one's own offspring, and my contact with Z was relatively sporadic compared to my continuous contact with A. However, in the three years or so during which I collected data, I had over 150 sessions with him and rapport was excellent, so I don't think I have missed much of significance in the areas I concentrated on. This leads directly to the second limitation: the focus of the study is largely restricted to segmental phonology, with no systematic discussion of prosody. ${ }^{1}$ This is partly a reflection of my competence, partly a function of time and equipment. I am aware that research into first language acquisition is more sophisticated and hi-tech than it used to be (see e.g. Chun, 2007), but I still think there is room for the kind of detailed diary study that I carried out before. I am therefore not entirely convinced by Snyder's (2007:51) use of the past tense when he writes "diary studies were valuable as a source of impressionistic data, before modern recording technologies became available". I confess that, apart from a tape-recorder, I made no use of the kind of instrumentation that would have made various perceptual and other tests possible. In general I do not think this has seriously impaired the analysis but it does mean, for example, that I was unable systematically to investigate for the existence of 'covert contrasts' in the

[^0]sense of Scobbie et al. (2000; cf. Macken \& Barton, 1980). Finally, and most obviously, phonological theory has moved on since 1970 and I may not have kept up with it as much as is desirable. None the less, there is value in using a descriptive framework that is largely traditional or theory-neutral, and I have included critical discussion of issues arising in current theories, especially Optimality Theory (OT). I am comforted by the thought that dinosaurs can be interesting.

To offset these limitations, there are some positive aspects of the study. To the best of my knowledge it is the first cross-generational study of any aspect of language acquisition. Too much should not be read into this fact: there are no genetic, epigenetic or environmental claims lurking in such a minute sample, but direct comparability (same author, same family) with the earlier study should ensure that any generalisations are genuine. There is also the fact that the current study started earlier (with babbling) so the nature of the early stages should be clearer, and I have deliberately synchronised some of the stages of analysis of the two subjects to highlight parallels and differences between $A$ and Z (A's stage 1 is chronologically the same as Z's stage 4). At a minimum, I hope I will have provided more useful grist for the reanalysis mill. A major feature of the 1973 study (hereinafter 'APh') was the set of linguistically analysed longitudinal data - data which have been widely exploited ever since. Fikkert (2007: 538) made a plea for more databases, and this book includes another one. I would be delighted if it elicited even a fraction of the reactions that its predecessor did.

The structure of the book is as follows. Chapter 1 provides an overview of my main theoretical presuppositions, chapter 2 summarises the findings of APh , and chapter 3 discusses some of the subsequent developments in our understanding of the acquisition of phonology, in large part on the basis of reactions to APh. Chapter 4 presents an analysis of Z's developing phonology from the first babbling to his mastery of the (segmental aspects of the) adult language. This leads in to chapter 5, a discussion of the nature of the acquisition of phonology, which is followed by a diachronic lexicon, a variety of appendices and the usual list of references.

Although the major developments of Z's phonology are given in both prose and formal rules, I have reduced the plethora of formalisation that characterised the earlier monograph, so this one should be a little more user-friendly. There is inevitably a large amount of data which have necessitated the pervasive use of phonetic transcription. For representations of the adult language - basically the 'Received Pronunciation' ('RP') of British English - I use the system of Wells (1990), with representations in oblique strokes $/ \mathrm{x}$ y z/; for the children's
pronunciation I use the alphabet of the International Phonetic Association (IPA) with representations in square brackets [x y z]; for intermediate stages in derivations involving the children's putative own system, I use elements of the IPA with representations in pipes $|\mathrm{x} \mathrm{y} \mathrm{z}|$. Where the context makes it obvious what kind of representation is involved (e.g. in the diachronic lexicon) I have omitted the distinguishing brackets. It should be noted that these conventions mean that an example such as adult /pen/ (pen) might be produced 'correctly' as [pen] by the child even though this correctness is disguised by the transcriptional difference between ' $e$ ' and ' $\varepsilon$ '.

There are, of course, many differences between the monographs and their implications. The most significant is the claim that the major determinants of the children's productional divergences from the forms of the adult language (their mispronunciations) are a matter of perfomance rather than of competence. Justifying this conclusion forms part of a discussion of the nature of representation and metarepresentation, and leads to the suggestion that the children's output is not in fact 'represented' at all. For those who are happy to take the data and their analysis on trust the main conclusions can be found in chapter 5. Most will be more sceptical.

Finally, a note on pronominal usage: I have used 'he' rather than 'she' or 'he or she' to refer to the generic child acquiring his phonology. My excuse is that I have sons and grandsons but no female descendants. No one is meant to feel excluded.
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## 1 Preliminaries

### 1.1 Background

I assume that humans have as one module of the mind/brain a faculty of language in the sense of Chomsky (e.g. 2000). The domain of this module is knowledge of language: more specifically of 'I-language' - the individual's internalised knowledge of his or her mother tongue. As an idealisation characteristic of all scientific endeavour, this module, which is a psychological construct, can be treated independently of other cognitive systems and can itself be broken down into a number of sub-systems. That is, the language faculty has internal structure such that it makes sense, for the sake of theoretical investigation, to isolate language from memory, morality and music, and phonology from syntax, morphology and semantics (see Chomsky, passim; Hauser et al., 2002; Smith, N. V., 2004; Carruthers, 2006, 2008). On these assumptions phonology constitutes a natural sub-part of the study of I-language, and one area of phonological investigation is devoted to studying the acquisition of phonological knowledge by the child exposed to primary linguistic data from the ambient language.

The traditional formulation has it that this module consists of two components: a lexicon and a computational system $\left(\mathrm{C}_{\mathrm{HL}}-\right.$ the Computation for Human Language).The lexicon consists of entries which relate LF (logical form) to PF (phonetic form): more accurately, representations of meaning to representations of sound (or sign). The computational system comprises the syntax and the phonology, which together use these entries to build up paired representations of the meaning and pronunciation of sentences. Except for some discussion of the role of gesture and its position in the grammar, the focus of what follows is restricted to the phonology.

### 1.2 Phonological theory and phonological acquisition

It is generally accepted that phonological theory and child phonology should and can inform each other (e.g. Menn, 1980; Hayes, 1999; Gierut, 2008), even if
they do so less than is ideal (Fikkert, 2007: 537). This need can be seen clearly in the problem raised by the tension between description and explanation, and the centrality of acquisition in resolving this tension. Linguistic theory, including phonological theory, disposes of a plethora of descriptive devices with overlapping purview - hence potential redundancy. If it can be shown, for instance, that some of these devices are not learnable or give rise to insuperable processing problems, and are implausibly innate, then they should be dispensed with in favour of others that do not suffer from such disadvantages. The problem is pervasive, but can be seen at its starkest in any theory (like that in APh) which makes crucial use of extrinsic rule ordering. Given ten rules, there are 10! (10 factorial, i.e. $3,628,800$ ) ways of ordering them. ${ }^{1}$ As Chomsky put it in an early article with George Miller, "we cannot seriously propose that a child learns the values of $10^{9}$ parameters in a childhood lasting only $10^{8}$ seconds" (Miller and Chomsky, 1963: 430). ${ }^{2}$ It follows that theories of the acquisition of phonology that have any aspiration to achieving psychological reality must eschew rule ordering. Similar problems arise with theories that make implausible assumptions about any other aspects of learnability: the nature of the child's representations, the limits of variation, the relation between perception and production, etc. (For perceptive general discussion see Velleman and Vihman, 2007.)

### 1.3 Perception and production

Although the isolation of phonology from other systems is essential, some aspects of phonological acquisition can be explained by reference to properties external to the developing child's strictly linguistic abilities - specifically, perceptual and motor maturity. There is a universal asymmetry in perception and production such that children can demonstrably perceive contrasts that they do not, often cannot, produce (for an overview of the infant's perceptual abilities, see Eimas, 1996; Jusczyk, 1997). In reaffirming this truism it is important to stress that 'perception' is not a simple notion. At a few weeks of age infants are sensitive to the statistical properties of the input language and are able to extract relevant information from it. Thus Saffran et al. (1996) demonstrated that 8-month olds could identify 'words' consisting of sequences of three syllables purely on the basis of the relative frequency of such sequences.

[^1]Subsequent research (as reported in e.g. Saffran, 2001) has shown that this ability generalises to non-linguistic domains, most notably music, and presumably reflects a domain-general cognitive ability.

To a first approximation it is fair to say that 6-month olds can cope with anything that the world's languages can throw at them, showing categorical perception of contrasts in, for instance, Voice Onset Time at a few weeks of age. However, it is striking that infants at 6-8 months perceive phonetic contrasts better than they do at 10-12 months and often better than adults (Werker and Stager, 2000: 183; for a summary, see Pater, 2004). In fact, such a developmental progression is characteristic of infant abilities more generally. At 3 months children have sensitivity to a greater range of faces (e.g. Caucasian, African and Chinese) than at 6 or 9 months (Kelly et al., 2007; Pascalis et al., 2005), a period during which their abilities for recognising 'own-race' faces improves. ${ }^{3}$ The parallel with language is strikingly close. Further, perceptual sensitivity seems to be dependent on what the infant is doing. An ability which is demonstrably deployed in simple discrimination tasks (differentiating [ba] and [pa], for instance), may not be used in a word-learning task: "Infants are listening for different information in phonetic tasks as compared to phonological tasks" (Werker and Stager, 2000: 190). Even children at 20-6 months often confuse minimally distinct words unless they know them well (Barton, 1976): that is, familiarity based on frequency is one relevant determinant of 'perception'. None the less, it seems to be the case, as Mani and Plunkett (2007: 252) put it, that "part of the infant's phonological repertoire appears to be in place before lexical acquisition is set in motion". How much of that repertoire is established is contentious and probably varies from child to child. Pater (2004: 223) argues that at 14 months "the consonantal place distinction is not encoded in lexical representations, though it is present in phonetic representations". A further complication is provided by perceptual magnet effects (Kuhl, 1991) - a kind of shrinking of the perceptual space so that there is poor discrimination near phonetic category prototypes of the native language. This is a further manifestation of categorical perception (cf. e.g. Feldman and Griffiths, 2007) but one where the role of the native language is paramount.

The relation between perception and production has various implications for any theory of the acquisition of phonology. Does the asymmetry affect the child's knowledge (competence) or only his use of that knowledge in performance? What is the nature of the child's lexical representations? How many levels

3 In face recognition the sensitivity generalises to other species, especially monkeys, suggesting that it is a property of primates (or mammals) rather than just humans.
of representation is it necessary or desirable to postulate? In particular, is there a single lexicon or should one postulate a dual lexicon? Is the Optimality-Theoretic resolution of the "comprehension/production dilemma" (Smolensky, 1996) convincing? In APh I claimed - incorrectly as it transpired - that the child's perceptual abilities were essentially flawless. I return to this in detail in chapter 2 ; for the moment we turn to the first issue listed: the traditional (Chomsky, 1965) distinction between competence and performance.

### 1.4 Competence and performance

The first issue to be addressed is whether the acquisition of phonology should fall under a theory of competence or a theory of performance, or should be compartmentalised judiciously between the two. Pronunciation is relational in nature: it relates abstract mental representations to articulatory and auditory sequences which have acoustic properties; that is, the child's representation(s) must be or become "legible" (Chomsky, 2002) at the motor and cognitive interfaces. In the case of the establishment of pairings between representations of sound and representations of meaning - that /'pengwin/ conveys the meaning PENGUIN - it is clear that we are dealing with knowledge of language in the traditional Chomskyan sense, so we are investigating the learning child's competence as we study this aspect of his developing abilities. Matters are less transparent when we study the child's pronunciation of penguin as he acquires his phonology. If (like $Z$ at one stage) the child pronounces it ['bemir] this could be because of his different competence - his representation, for whatever reason, is different from that of the adults around him - or it could be that his competence (in so far as it pertains to the phonology of the lexical representation) is the same as the adults' and the pronunciation is a matter of performance. A combination of these two options is also plausible: the child's representation may be partly correct and partly incorrect. For example, it might be both significantly underspecified and also subject to distortion in performance. It also bears mentioning that the effect of the ambient language on the child's babbling may be important. Boysson-Bardies (1999) shows that the phonetic properties of the child's babbling are in part a function of the sound system he is exposed to before elements of his vocabulary have been established, indicating that cognitive representations are not necessary concomitants of pronunciation.

The allocation of responsibilities to competence or performance relates to at least two further issues. The first is whether the child 'has his own system'. Are his deviations from adult pronunciation a function of his manipulating an idiosyncratic phonology or simply a distorted reflection of the adult system
being acquired? This amounts to asking whether the 'realisation rules' attributed to the child (see below) are a matter of 'incompetence'or 'malperformance' (APh: 140; cf. the discussion in Hale and Reiss, 2008). The second pertains to the role of UG (the "theory of the initial state" - Chomsky, 2000: 81) in the child's arrival at whatever state of knowledge underlies his performance. To what extent (if any) is the child's developing phonology determined by properties peculiar to language, and to what extent is it determined by properties which are system-wide? To take a specific example: are the perceptual abilities mentioned above peculiar to language or (more plausibly for those of them which are shared with chinchillas - Kuhl and Miller, 1975) general to the whole of audition? On the production side, the child's nascent imitative abilities might be at least in part the result of the action of mirror neurons (see e.g. Iacoboni, 2008) which are not restricted to language, or they could be tied to the linguistic domain. There is intriguing evidence from the acquisition of sign language that there is an "innate agenda" (Petitto, 2005: 95; cf. Morgan, 2006) which is neutral between the modalities of speech and sign, but is specific to language in that it has no known reflexes elsewhere in the organism. This early languagespecificity is corroborated by later dissociation of pointing and signing - both in sign language acquisition where there are rare cases of pronoun reversal (Meier, 2002; cf. Chiat 1986), and in sign language loss in aphasia where, depending on the site of the lesion, the same physical movement may be retained as a gesture and lost as a sign or vice versa (Poizner et al., 1987).

The ultimate aim is to explain the child's behaviour and this will necessitate some consideration of both competence and performance. Their interplay is rarely transparent but, to anticipate the discussion to come, I think that (virtually) all non-adult pronunciations are a function of performance: 'malperformance' in the terms used above. This is despite the systematicity of the child's production and despite the fact that there may be grammatical (competence) determinants of phonological patterns. For example, the development of final $/ \mathrm{z} /$ in A's production was determined in part by whether it corresponded to the plural morpheme, as in peas, or to one segment in a mono-morphemic word, as in please. Importantly, just because the operation of the child's production system is partially determined by considerations of competence it doesn't follow that the processes are themselves part of the child's competence.

If the child's output is a matter of (mal)performance it can be characterised by a neural network which associates a phonological representation as input with articulation as output. Because the child's output is systematic, deviations from the adult forms can be described in terms of 'rules' which have the appearance of constituting a competence grammar. This appearance is reinforced by the
effects of grammatical knowledge, so that the input to the postulated neural network cannot simply be an adult 'phonemic' string, but must be a grammatically parsed string including such information as \{plural\}, 'belongs to a functional category' (see the next section), and so on. If correct, this position has significant implications for the nature of the acquisition of phonology, in particular the levels of representation it is necessary to postulate.

### 1.5 Levels of adequacy

Any theory should meet certain 'levels of adequacy' (Chomsky, 1964, 2004, 2009a; see also Smith, N. V., 1989: ch.11; 2004: 58f.): observational, descriptive and explanatory, ${ }^{4}$ where the last of these is standardly taken to be equivalent to 'acquisitional adequacy', the property of a theory that accommodates the possibility of first language acquisition. Ideally the theory should also attempt to go 'beyond explanatory adequacy' (Chomsky, 2004), deriving specific properties of language, child phonology in the present case, from outside the phonology (e.g. phonological processes which are epiphenomena of grammatical ones) or even from outside the language faculty. An example of the former, where phonological phenomena are a reflex of grammatical facts, was illustrated above by the appearance of final [z] in A's developing language. In adult English, final [z] may be either the last segment of a monomorphemic word (e.g. cheese), or any one of four different morphemes: plural (as in eyes), third person singular (as in throws), the reduced form of is (as in Daddy's going) and the possessive (as in Daddy's one or It's Daddy's). The fact that these different examples were all treated developmentally differently by A (see APh: 67ff.) suggests strongly that non-phonological factors need to be taken into account. A different kind of example showing the relevance of morphological structure in accounting for phonological development comes from A's treatment of unstressed initial syllables, which were systematically replaced by [rix]: e.g. attack $\rightarrow$ [ris'tæk] (APh: 172f.).

Similarly, in Z's development, initial /ð/ was systematically omitted (unlike initial $/ \theta /$ or non-initial / $\delta /$ ) giving rise to pronunciations such as [ En ] for then and [is] for this. When I invented neologisms such as thub ([ðлb]) beginning with / $\delta /$ to represent new toys, Z consistently produced them with initial [z], so

[^2]his omission of all and only initial examples of / $\delta /$ is presumably due to the fact that all /ठ/-initial words in English belong to 'functional categories'. A parallel example is provided by his idiosyncratic distinction between you, your, yours, yourself on the one hand and all other words beginning with $/ \mathrm{j} /$ such as yap, young, yoyo, etc. on the other. All the former lost the initial consonant entirely, giving [u:, د:, s:z, $\mathfrak{x}$ 'self]; all the latter replaced the /j/ by [l], giving [læp, $1 \wedge n$, 'ləuləu], etc.

Examples of data from phonological acquisition which can be explained by appealing to facts outside the language faculty are manifold, even if frequently contentious. The most obvious examples are phenomena which are explicable on the basis of the child's perceptual immaturity or motor inability. The widespread pronunciation of words like bottle and puddle as [bokəl] and [pıgəl] may well be due to a failure to perceive the difference between $[\mathrm{d}]$ and $[\mathrm{g}]$ before a 'dark' [ł], though we shall see below that such an explanation is only partial. Similarly, simple articulatory inability may be sufficient to explain why children typically go through a stage in which all of mash, mat, mass and match are pronounced identically as [mæt]: the child may be incapable of producing the fricatives and affricates which distinguish the items in the adult language. A second example can be taken from variation in fine phonetic detail: different degrees of nasalisation of vowels adjacent to nasal consonants may have no phonological significance but simply reflect motor development constrained by a universal physiological principle of least effort.

It is in principle not difficult to test for the role of such 'external' factors, even if some of the further subtleties which need to be teased out are a matter of dispute. However, there is a clear difference between such examples and 'chainshifts' of the kind seen in 'puzzles' or metathesis. A pronounced puddle as [p^gəl] but puzzle as [p^dəl], indicating that motor inability tout court was implausible as an explanation for the former mispronunciation. Similarly, as the result of a regular process of metathesis, he pronounced icicle as [aikitzl] though he produced the invented word 'aikitəl' as [aikikəl]. The same conclusion that 'motor inability' is only a partial explanation for the child's productions can be derived from cases of free variation between a correct and an incorrect form. For instance, Z's pronunciation of rain as [rein] or [wein] (while wet appeared only as [wet] and never as [ret]) shows that something more than articulatory incompetence must be at stake. It may of course be that in this case what is lacking is precisely the ability to control the production of [r] consistently but such an account does not fully generalise, as there are further examples of mispronunciations which are not obviously due to production difficulty and are implausibly attributable to perceptual confusion.

The first of these is recidivism, a diachronic variant of the free variation just mentioned. In this case the child produces the correct adult pronunciation at one stage and then regresses to an incorrect form: for instance, Z pronounced red correctly as [red] for some four months before adopting the pronunciation [wed]. It is not impossible that motor control should be lost but it is not the most plausible hypothesis. The second kind of example is also a special case of the free variation mentioned in the previous paragraph, illustrated in Z's case by an asymmetry in his treatment of $\mathrm{Cl} / \mathrm{Cr}$ clusters. The sequences [br] and [pr] were used for both $/ \mathrm{br}, \mathrm{bl} /$ and $/ \mathrm{pr}, \mathrm{pl} /$ respectively, but $[\mathrm{bl}]$ and $[\mathrm{pl}]$ were never used for $/ \mathrm{br} / \mathrm{or} / \mathrm{pr} /$. Given a pattern where $/ \mathrm{bl} /$ is pronounced as $[\mathrm{br}]$ or [bl], but/br/ is pronounced only as [br], it is not plausible to attribute the pronunciation of blood as [br $\wedge \mathrm{d}]$ merely to motor inability to produce [bl]. More interestingly, this example demonstrates that the child must distinguish the clusters 'br' and 'bl' in his lexical representations though he may not be able to control the production of one of them ([bl]) adequately.

A third class of examples is provided by variation where the child's pronunciation is determined by properties of the adult form unpronounced by the child: for example, Z pronounced all either with or without the final $/ 1 /$, as in [ $\mathrm{\rho}: ~ \partial$ loud], all the load, versus [ 51 in $\varepsilon ⿺$ ], all in there. The variation was not random; rather, $/ 1 /$ was omitted before an adult consonant but retained before an adult vowel, even though the relevant adult consonant (/ $\delta /$ in this case) was not itself pronounced. Further examples, like the contrast between ['posrii? (pour it) and ['po: ə ti:] (pour the tea), suggest that the phenomenon was more general, though in this case the presence of linking $[\mathrm{r}]$ in the input makes interpretation more difficult.

Scobbie (2007: 21) suggests that the child's mental representations could be "non-deterministic", but the claim seems implausible in the light of this evidence. It may be that there is a stage when certain (e.g. parametric) decisions have not yet been made, and may perhaps never be made (see Smith, N. V. and Cormack, 2002), but the lexical representations must be determinate to allow a coherent account of the range of data cited above. Take, for instance, the final example of all the load: a natural assumption might be that the initial segment corresponding to adult / $\delta /$ is underspecified, hence indeterminate - it could be that there is just C there. Despite its superficial plausibility such an analysis would predict other errors: that / $/ /$ should on occasion be replaced by some other consonant and not just deleted, but such errors were not attested.

### 1.6 Levels of representation and the units of representation

These examples raise complex issues about what precisely the child acquiring his first language is representing. To investigate this we need as a preliminary to
specify what the child is taken to be acquiring when he 'acquires phonology'. I assume that he must learn the phonological representation of the lexical items of the ambient language in terms of 'phoneme-sized' units decomposed into distinctive features. These representations are neutral as between perception and production and so the child also has to learn to relate them to auditory percepts and to sets of articulatory instructions. These instructions need to specify the fine phonetic detail characteristic of the adult language. This includes such subtleties as the distinction between clear [1] and dark [ł] in English or between alveolar [ t ] in English and dental [ t ] in French, even though these differences are not consciously accessible. That they are none the less part of the speaker's tacit knowledge is evident from our sensitivity to individual differences or to foreign accents, where these are characterised precisely in terms of such sub-doxastic properties. The child also has to learn the patterns of stress and intonation of the target language and how to modulate the phonological and phonetic properties of lexical representations in syntactic context. About these I shall have little to say, though they do raise the question of the relation between the phonetic and the phonological and the extent to which it makes sense to draw such a distinction in the adult language. On this latter point there is little consensus. Whatever decision is taken in this regard, we then need to investigate whether the same levels are plausible for characterising the child's nascent phonology or whether he disposes of more or fewer levels than the adult. Here there is even less agreement. Comparable questions then arise with regard to the units of representation it is necessary to postulate: distinctive features, elements, phonemes, and so on.

Along with the majority of phonologists I propose simply to accept the validity of the phonetics-phonology distinction without much further discussion, though evidence will be presented concerning the number of levels of representation it is necessary to postulate. On one interpretation of this evidence, the phonetics-phonology distinction is moot (for interesting discussion see Hale and Reiss, 2008: ch. 6). For present purposes, I assume the classical distinction between lexical and 'surface' levels, a distinction reaffirmed more recently by Boersma (2006: 1) who writes that "the minimum number of representations that we need to do interesting phonology [is] two phonological representations connected to each other and to two semantic and two phonetic representations". The phonological representations are underlying and surface; the phonetic representations are auditory and articulatory. This still doesn't exhaust the issue of what kinds of representation the infant speaker-hearer has to manipulate and whether these change over time. For instance, adults might deploy a system with at least phonological and phonetic representations,
whereas the child might go through a stage which is 'pre-phonological' (or at least pre-segmental - cf. the discussion of recidivism in section 5.1.3) at which any representation is an undifferentiated gestalt, or purely phonetic without phonological structure. Another possibility, discussed in section 5.1.2 below, is that the child's own pronunciation is not represented at all, in which case the articulatory representation becomes superfluous.

Whatever the decision on that issue, the assumption that we need both auditory and articulatory representations raises the problem of the need to define the distinctive features whose combinations enter into both phonological and phonetic representations. Here there are at least four possibilities: that the features be defined articulatorily, acoustically, auditorily or abstractly. For some the auditory percept of an utterance is crucial, for others its acoustic properties. Kingston (2007) provides a useful overview, concluding (p. 432) that the evidence suggests that what is important is "the auditory effects of the signal's acoustic properties". Given the need to provide a processing basis for both hearer and (adult) speaker, as well as a means for lexical storage accessible to both, some amalgam of the kind Boersma presupposes is perhaps plausible. (See Harris, 2007: 124ff., for discussion.)

For both adult and child I assume that we need distinctive features of the general kind presented in Chomsky and Halle (1968, hereafter 'SPE') as updated and presented in Hall (2007), and that these are at the base of a phonological hierarchy. This consists of at least phonological words, which consist of feet, which consist of sequences of syllables, in turn broken down into onsets and rhymes (consisting of an obligatory nucleus and an optional coda), and where all of these constitute 'phoneme'-sized segments composed of said distinctive features. I am agnostic about the need for a constituent 'rhyme', ${ }^{5}$ but Z's phonological development provides evidence for the necessity of postulating onsets as constituents. In my APh (pp. 170, 188f., 190, 191) I argued for (and against) distinctive features, and for segments and syllables.

The phonological hierarchy will also need to interface with the syntax in order to accommodate the kind of morphological effects (plurals, the attack examples) discussed above. Words, and perhaps higher units both phonological, such as 'intonational phrases' as in Truckenbrodt (2007: 436), and syntactic (phrasal projections), are presumably necessary but I have nothing useful to say about them.

5 I suspect that it is necessary, but A's and Z's phonological development provided no direct evidence.

Apart from the details of the theoretical vocabulary used in phonological representations it is also necessary to address the issue of the completeness of such representations: in particular, is 'underspecification' (in either adult or child phonology) licit? (See Steriade, 1995; cf. Hale and Kissock, 2007; Hale and Reiss, 2008: 56.) I shall argue - somewhat tentatively - (section 5.1.5) against underspecification in child phonology. There are also issues concerning the trading relations among the theoretical constructs one deploys: are there principled grounds for making a choice among the complicating of rules, of levels or of processes (see Gnanadeshikan 2004: 102)?

### 1.7 Learnability

There has been a transition in the conceptualisation of first language acquisition as a process resulting from teaching, ${ }^{6}$ to one resulting from learning, to one consisting simply of growth. While 'motherese' or child-directed speech is often claimed to be a basic teaching device, there is little evidence that it has the effects claimed (see Smith, N.V., 1989, for discussion) and, although it could provide useful negative evidence, teaching is probably relevant only for second language acquisition. Learning, by contrast, is obviously a necessary component of first language acquisition, but only when the term is suitably construed. While it is obvious that lexical representations must be 'learned' (no one is born knowing that the French for 'frog' is grenouille - nor, of course, that the English for 'frog' is frog), this is a form of learning that involves some form of association but not the processes of induction, conditioning, generalisation, hypothesis formation and testing, etc. which are characteristic of traditional learning theory (see Smith, N.V., 2004: 120f. for discussion). Moreover, some attributes underlying knowledge of phonology, such as sensitivity to particular contrasts, may not even need exposure to input for their 'acquisition'. Such knowledge then requires appeal to innateness or 'growth': the spontaneous, endogenously controlled, emergence of specific abilities within some 'critical period' or window of opportunity (Smith, N. V., 1998). This in turn brings with it a potential contrast between 'continuity' and 'maturational' accounts (see below, section 1.9).

Assuming that 'learning' has a role to play, we have a further choice among learning by 'discovery procedures', by 'evaluation procedures' and by 'selection procedures'. Discovery procedures constitute a set of principles that could be applied to a corpus of utterances to yield a grammatical description of that
corpus. ${ }^{7}$ Finding such procedures was the avowed aim of American Structuralism and, I suspect, of OT which claims that the learner's task is to determine a language-specific hierarchy of the universal set of violable constraints. A typical statement is Kager's observation that the task of the learning algorithm is "to deduce the constraint hierarchy" (1999: 301). Evaluation procedures (characteristic of early generative grammar) constitute a set of principles that could look at a corpus and some proposed grammars of that corpus, and determine which was the best: 'best' because 'psychologically real'. An analogy from arithmetic calculation might be useful. The task of computing $17 \times 13$ might be solved by the use of look-up tables or memory, of multiple addition (as in a simple mechanical calculator but not, presumably, in simple humans), of analogies to computing scores in games of darts, and so on. Importantly, different people use different strategies, and the same person may use different strategies on different occasions. Selection procedures (exemplified by Principles and Parameters theory) involve a set of principles which allow the learner to select among a number of antecedently given, usually binary, choices: e.g. head-first/head-last. If parameter-setting is really deterministic (cf. Smith, N.V. and Law, 2007, forthcoming) then Principles and Parameters theory would also approximate to a discovery procedure.

Whichever of these choices one makes, it is essential to postulate only those phonological constructs which are learnable, or arguably innate, and to use this criterion to choose among grammatical, including phonological, theories. There are three components to any account of learnability, as given in (1):

1a. Universal Grammar (UG), which limits the class of possible grammars
b. The ambient data, from which relevant inputs can be drawn
c. One or more learning theories, which map (1b) into a grammar via (1a)

For language, the conceptually simplest (but almost certainly wrong) possibility is that there is no contribution from UG - learning a language would be no different from learning anything else. For instance, Lieberman (2000: 5) claims that the neural activity involved in the process of learning a language is "similar to that by which a person learns to play a violin or a dog to retrieve balls", implying that no special provision needs to be made for language (for some antireductionist discussion, see Smith, N.V., 2005: ch.11). Alternatively, you might have some, but only minimal, contribution from UG, with a 'brute-force' learner - that is, a learner who can make an exhaustive search of the possible analyses by trial and error (see e.g. Kremer, 2000). This position is implicit in

[^3]usage-based approaches in which phonology emerges from the operation of "mechanisms [of change] ... attributable to human neuromotor, perceptual and cognitive capabilities" which are "also operative in nonlinguistic behavior and are thus not specific to language" (Bybee, 2001: 190-1). There are two issues: whether learning is possible without attributing prior structure to the learning organism, and whether such structure is domain-specific, i.e. linguistic, or domain-general (see further Hauser et al., 2002, and the discussion below).

The ambient data contain all the information relevant to distinguishing different languages and are obviously a necessary component in the child's learning. However, even here there is an important role for UG as it serves the purpose of defining, first, what constitutes 'linguistic' input (see Chomsky, 2009b: 384) and, second, what are the units in terms of which the learning child categorises the incoming data, and hence determines to a large extent what these data are. For example, consider a child confronted with a language that makes a contrast between [s] and [ $\theta$ ], distinguished by some feature, say, [strident]. If the feature was not available to the child at some stage of acquisition then, by hypothesis, it could not distinguish tokens of [s] from tokens of [ $\theta$ ] and so words distinguished by them would be learnt as homophones. If the features come on-line by some process of maturation then these temporary homophones will have to be re-learnt. Such 're-learning' would predict patterns of error - such as failures of 'across-the-board' acquisition - that occur only infrequently, suggesting that the contrast is perceptually available $a b$ initio (for extensive discussion, see Hale and Reiss, 2008).

There remains the task of characterising the third component - the learning theory, a function which maps the initial state $\left(\mathrm{S}_{0}\right)$ into the final (steady) state $\left(\mathrm{S}_{\mathrm{s}}\right)$ on the basis of experience (cf. Yang, 2002: 5). This will display properties which are in part theory-neutral and others which differ according to the linguistic theory that the learning theory is associated with. In the former category come assumptions about memory (Markovian or otherwise) and the role of noise (the incidence and importance of ungrammatical input, for instancecf. Niyogi, 2006); in the latter come assumptions about homogeneity, reliance on some form of traditional association, the appeal to principles such as the 'whole-object constraint' and the 'mutual exclusivity principle' (e.g. Markman, 1992), and socio-pragmatic conditions determining the child's receptivity to linguistic input (e.g. Tomasello, 2003). For some usage-based approaches association may exhaust the theory (e.g. Smith, L.B., 2000) and learning is then construed as a simple process of induction over perceived data. Most serious work on learnability, however, involves a contribution from the latter theory-dependent category, most obviously exemplified by the contrast between
the setting of antecedently given parameter values, or the (re-)ranking of (equally antecedently given) violable constraints.

One variable component of learnability pertains to the 'idealisation to instantaneity' (Chomsky, 1986: 52; cf. Smith, N.V., 2004: 12) which says that intervening stages have no effect on the final steady-state $\left(\mathrm{S}_{\mathrm{s}}\right)$ grammar. Most generative theories, including OT, assume such an idealisation, whereas usagebased approaches do not. To the extent that the idealisation is empirically justified it provides evidence against such latter theories. For all theories intervening developmental stages can cast light on the initial state $\left(\mathrm{S}_{\mathrm{o}}\right)$, including, of course, whether any aspect of that state is peculiar to language; it is not so easy to determine whether they influence or can cast light on the final steady state. ${ }^{8}$ If 'instantaneity' is an appropriate idealisation then usage-based models are simply wrong in this respect. Macken (1995: 695) observes that "stochastic learning is cumulative and where paths differ, outcomes differ". To anticipate the discussion below, it seems systematically to be the case that particular patterns in children's developing phonology have no effect on the final steady state. For example, differences in the strategies chosen for cluster reduction or consonant harmony leave no traces in the mature child. Thus A reduced /sm/ clusters to $[\mathrm{m}]$ and Z reduced $/ \mathrm{sm} /$ clusters to [ s ] with no detectable difference to their ultimate (current) pronunciations. It is, of course, impossible to establish a negative claim of this kind: the best one can do is to look for and fail to find counter-instances. The absence of such instances in the literature is not without significance but here, as elsewhere, an integrated compromise is likely to be a closer approximation to the truth. It is faintly ironic that the current investigation subscribes to the idealisation to instantaneity but provides a mass of data which could give comfort to usage-based theorists or developmentalists such as Karmiloff-Smith (1992) or Locke (1993).

There are other ways in which learnability can be used as a criterion for the success of different theories - a kind of 'learnability filter' in Alderete's (2008) sense (cf. Boersma, 2003). For instance, OT assumes the prior learning of phonological representations before constraints are ranked. But the details of those representations themselves presuppose some of the rankings, giving rise to a contradiction in the theory. For example, whereas English lexical items may begin with /sp-/ but not /*ps-/, Modern Greek allows the inverse possibility (lexical items may begin with /ps-/ but not/*sp-/). If this distribution

[^4]of data follows from the differential ranking of constraints (in terms of 'sonority distance', for instance), then there is no way of accounting for how it is acquired.

Chomsky (e.g. 2006: 183, 2007) has recently emphasised the importance of separating the "format of grammar" from the problem of acquisition, separating principles from parameters. That is, if language has the general properties of other biological systems with their long evolutionary history, then the complexity of the 'language-learning' task is reduced as the role of constraints external to the language faculty, including the role of 'learnability', becomes more important (see Fitch et al., 2005).

### 1.8 Universals and innateness

The separation of principles from parameters and the repeated reference to UG make it mandatory to raise the question of innateness: what aspects of language (if any) are innate and what their specific properties are. Since Chomsky (1959) and more explicitly Fodor $(1975,2008)$ (cf. also Smith, N.V., 2005: ch. 8; Carr, 2000) it has been clear that it is logically necessary to attribute considerable innate knowledge to the language-acquiring child. Equally obvious is the fact that the universality which follows from innateness claims and which accounts for 'general' properties of language must be viewed in the context of the 'particular', because of both the existence of different languages and the variation characteristic of different children learning the 'same' language, whether that variability is a function of performance, competence or both. McMahon (2007: 165) makes the interesting claim that appeals to innateness are better justified in the discussion of the acquisition of prosody than of segmental structure because the former requires access to 'hidden structure', whereas the latter is if anything overdetermined by the primary linguistic data. As a result, "innate mechanisms are not only inappropriate for segmental phonology, but also quite clearly unavailable to the child" (McMahon, 2007: 166). This view is, I suspect, somewhat overstated: for a possible counter-example to the claim see the discussion of universal 'tendencies' below.

Claims of innateness rely classically on the putative poverty of the stimulus, and on the Fodorian logic of the impossibility of learning a system of greater expressive power than you already have (for discussion, see Smith, N.V., 2004: 43f.; Hale and Reiss, 2008: 27 ff .), ${ }^{9}$ but they are not restricted to these arguments. It is undeniable that children may produce a phonological output for which there
is no direct evidence in the input: e.g. consonant harmony, 'non-English' sounds or sequences such as the voiceless sonorant [ m ] (for A ) or the cluster [ d 3 r ] (for Z), but this does not constitute a poverty-of-the-stimulus argument as there are simpler explanations for why such forms appear, as Blevins (2004: 227) argues in her discussion of hyper-learning ${ }^{10}$ and the "illusion of child phonology". She attributes children's deformations to 'articulatory simplification' ("to avoid difficult sounds", p. 228), and cites several cases where children can hear their own inaudible-to-adult contrasts (p. 230). She concludes that "hyperlearning in phonology ... is generally not in evidence" (p. 223) and that there is no poverty of the stimulus. One can accept the spirit of Blevins' position while taking cognisance of certain problems: the notion of simplicity appealed to is in need of fleshing out, as the examples just cited ([m] and [dzr]) are not obviously simple, and there are equally many instances where the child cannot hear his own 'inaudible' contrasts. ${ }^{11}$ Moreover, even Blevins (2004: 231) admits innateness for distinctive features and the prosodic units which function as the domain for stress and intonation. Whatever one's phonological theory there must be some structure ascribed to the initial state, in part a domain-general computational ability, in part a vocabulary of linguistic primitives. For most practitioners the structure will be minimal properties of UG, either 'default' settings of parameters or the ranking of markedness and faithfulness constraints.

A more cogent empirical argument for innateness than the poverty of the stimulus comes from parsability (cf. Smith, N.V., 1990; Hale and Reiss, 2008: 86ff.). In order to use the primary linguistic data as a basis for determining the properties of the language being learnt the child has to be able to analyse or parse those data appropriately - as vowels or consonants, stressed or unstressed, coronal or dorsal, and so on. The issue then becomes precisely which constructs it is minimally necessary to specify as innate. In APh I was reticent about innateness, claiming it only tentatively for rule ordering (now perhaps defunct); for Cairns' (1969) neutralisation rules (probably defunct), and for four universal tendencies (summarised in the next chapter) constraining the function of the rules of child phonology. There was a further caveat that innateness was barely empirically different from 'learnt early', but that caveat seems logically to have been unnecessary. Morgan's (2006) demonstration that the tendencies generalise to British Sign Language make the claim of an innate basis extremely

[^5]persuasive, so at least the last of these innateness claims still looks plausible now. There are also other, experimental, sources of evidence for innateness, typified by the work of Berent and her colleagues (e.g. Berent et al., 2007). They investigated the perception of highly marked onsets such as [lb] and [bd], neither of which occurs in English, and demonstrated that the universal preference for [bd] over [lb] modulated English speakers' perception of such clusters despite their absence from the language.

### 1.9 Continuity

There has been considerable debate in the literature (Pinker, 1984; Radford, 1990; Tsimpli, 1996; Hoekstra and Hyams, 1998; Tomasello, 2000a, 2003) on whether child language is 'continuous' with adult language, exploiting the same theoretical vocabulary and concepts, or whether it is subject to maturational development such that - in certain respects - child language is different in kind from adult language. 'Continuity' entails that particular aspects of knowledge are present ab initio (whether or not there is direct evidence for them). 'Maturation', by contrast, entails that particular aspects of knowledge come on stream at particular stages of development as the result of the interplay of linguistic input and endogenous processes. A typical example outside of phonology would be the maturation of A-chains in syntax (Borer and Wexler, 1987); an example from outside the language faculty would be the development of 3-D vision. Despite Tomasello's blunt claim that " $[t]$ here is not one shred of evidence for the continuity assumption" (Tomasello, 2003: 323-4) the default hypothesis has to be in favour of continuity. This is necessary for a variety of reasons. First, the debate is about knowledge of language, not merely about performance, and most claims for maturation have been based simply on production data. Second, continuity is necessary in order to avoid the problem of correctly characterising the transition from an idiosyncratic system to an 'adult' system: how and at what stage a child's grammar becomes similar in kind to the putative model.

Given these observations it is hard to find clear examples of maturation in phonology. There are of course physiological developments, such as the increasing control of 'speech breathing' (Messum, 2007) but I take these to lie outside the domain of phonological acquisition proper. An example that might appear to be problematic for the assumption of continuity is provided by the existence of phenomena such as consonant harmony that are essentially unattested in adult languages, but here there is overwhelming evidence that this is not a reflection of the competence of the child, whose lexical representations
demonstrably correspond to the adult form and not to his own output. So there is a corresponding support for continuity (cf. Hale and Reiss, 2008: 55; APh; Dodd, 1975).

It is logically possible to argue for mixed systems such as 'weak continuity' (e.g. Clahsen and Pencke, 1992; for discussion, see de Villiers, 1992) which attempt to get the best of both worlds. In syntax the classic example adduced in favour of maturation is the emergence of functional categories (see e.g. Radford, 1990; Tsimpli, 1996). If continuity and maturation exhaust the logical possibilities then this could perhaps be construed as evidence for maturation. However, even in syntax it is not clear what precisely is 'maturing' in this case, and in phonology there is no comparable phenomenon. Accordingly, I adhere to the strong version of continuity: children's developing phonologies are of the same nature as those of the adults around them.

Having set the theoretical stage I turn next to a summary of the conclusions of APh.

## 2 The main claims of Smith (1973) and the evidence for them

### 2.1 Introduction

The analyses in APh were couched in the rule-based framework of classical (SPE) generative phonology. Its major claims came in two parts: first that, by the time he begins to speak, the child's lexical representations must be in terms of the adult surface forms of the target language and, second, that the child does not have his own phonological system. This is not to deny that "children play an active role in acquiring the phonology of their language" (Stoel-Gammon and Sosa, 2007: 250). Children differ in ways that go beyond differences in the input, so some contribution from them is clearly necessary. It is not obvious, however, that matters of lexical selection, regression, avoidance, and so on give rise to an idiosyncratic phonological system defining their competence. What is in part idiosyncratic is the set of performance strategies that each child exploits to circumvent the problems of production. A number of other claims followed, most notably that the child's developing perception must be at least adequate for him to discriminate and encode all the contrasts of the language being acquired. Illustrating and justifying these claims it was then suggested that the child's own pronunciations and mispronunciations are correctly characterised in terms of the application of an ordered set of 'realisation rules', supplemented by phonetic detail rules. These sets of rules take the adult form as input and give (a representation of) the child's productions as output.

Because of its regularity, consistency and predictability it is generally uncontroversial that the child's phonological behaviour is consistently rulegoverned, ${ }^{1}$ rather than being the result of random variation. Less obviously, his linguistic development over time consists in modifications to and elimination of the realisation rules. That is, only the rules change over time and not, for instance, the feature composition of the segments that the rules range over. The

[^6]realisation rules are constrained by distinctive feature theory and by four universal 'tendencies': the implementation of vowel and consonant harmony, cluster reduction, systemic simplification, and grammatical simplification.

A corollary of the claim that the child does not have his own system is that only the lexical representations and the realisation rules are 'psychologically real': the child's own productions have no status. This claim goes beyond mere segmental constituency to include prosody as well. Fikkert (2007: 544) observes that "prosodic structure, particularly syllable structure, is usually predictable from the string of segments and not used contrastively". Accordingly, if such prosodic structure is characteristic only of the output and the output has no psychological status, there is no need to include an account of it in describing the child's competence. ${ }^{2}$ Higher in the phonological hierarchy, the child's command of intonation is, of course, also part of his competence, but intonation is not lexically represented.

The realist stance implicit in any claim of psychological reality also entails that the acquisition of phonology is a window onto competence, providing evidence for or against constructs of linguistic theory. In APh evidence was offered inter alia for the validity of a phonological hierarchy, for the definition of distinctive features, for rule ordering and the notion conspiracy. Evidence was offered against marking conventions, and against some abbreviatory notations: specifically, the use of Greek letter variables and of curly brackets to capture disjunctive generalisations.

### 2.2 The nature of lexical representations

Let us begin with the evidence for the now widely accepted but still contentious claim that the child's lexical representations are the same as the adult surface forms, hence represent neither his own productions nor the adult's underlying forms if these are different from the surface forms. This position is plausible despite the fact that the bedrock for the analysis are the child's regular, hence rule-governed and predictable, mispronunciations in production. Given the examples in (1) it is not hard to predict the pronunciation in (2):

1. feet $\rightarrow$ wist
finger $\rightarrow$ 'wina
2. fire $\rightarrow$ wæ:

2 There may be a certain tension with this claim when we look at the child's metalinguistic ability in which details of syllable structure (in particular, onsets) seem to play a crucial role (below p. 114).

The relation between adult and child forms is not bi-unique, but frequently many-many. That is, a pronunciation by the child might be the reflex of several adult forms and, more surprisingly, a single adult form might be pronounced in several different ways by the child. An example of the former kind is given in (3) where all of adult $/ \mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{z} /$ etc. are realised as [d]; an example of the latter kind is given in (4) where adult /l/ was realised (consistently) as [1], [d] or [g] ${ }^{3}$ depending on context:
3. teeth $\rightarrow$ dist
door $\rightarrow$ do:
scissors $\rightarrow$ 'didə
zoo $\quad \rightarrow$ du:
4. lorry $\rightarrow$ 'bli:
light $\rightarrow$ dait
like $\rightarrow$ gaik
Such many-many correspondences can give rise to puzzling anomalies such as the 'puzzle-puzzle' illustrated in (5), where the child can produce the correct form in one context but not in another:
5. puddle $\rightarrow$ pıgal
puzzle $\rightarrow$ p^dəl
That is, he can say puddle correctly but only as his reflex of a different adult word. Such examples may appear to belie the claim that the child operates in terms of the adult system but, as will become apparent, this is not an appropriate conclusion.

More direct evidence that the child is manipulating representations identical (or isomorphic) to those of the adult language comes from the 'across-theboard' nature of the changes to his developing system. This is clear in examples like those in (1) where an adult contrast was neutralised, with /f/ and /w/ falling together as [w]. When he learnt to produce the labio-dental [f] appropriately in examples like feet, [f] appeared at much the same time in all and only words beginning with /f/ in the adult language, while words beginning with /w/, such as window and wash, continued to be produced with [w]. Importantly, no example of adult /w/ surfaced with [f], not even when there was a brief period while the contrast was becoming fully established during which some words beginning with /f/ appeared with either [f] or [w] in free variation. Similar to this asymmetric development of particular contrasts is the existence of asymmetric alternation at a single stage. For instance, $[\mathrm{r} / \mathrm{l}]$ were in free variation for adult $/ \mathrm{r} /$
(right was produced as [rait] or [lait]), but only [1] occurred for adult /l/ (light was produced only as [lait], never as [rait]).

There were some exceptions to the generalisation that/f/ was produced as [w], but these too provide relevant evidence. Surprisingly, from the beginning feather failed to appear with the expected [w], being pronounced as in (6):
6. feather $\rightarrow$ 'tedo

This is one of very few cases where it is necessary to postulate a mismatch between child and adult representations. It appears that feather had been restructured (mistakenly represented ${ }^{4}$ ) as seather (/'seðə/): that is, with an initial/s/ rather than /f/, and /s/ at the relevant stage was systematically replaced by [ t ]. The crucial point is that neither [s] nor [f] appeared in A's output but the longitudinal development of his representations indicated that these were none the less couched in terms of these adult elements.

The centrality of the representations of the adult language is even apparent in the anomalous appearance of non-English sounds and sequences. For instance, at one stage A regularly produced voiceless sonorants such as [ $1, \mathrm{~m}, \mathrm{n}$ ] as in (7) and an initial velar nasal as in (8):

$$
\begin{array}{llll}
\text { 7. } & \begin{array}{lll}
\text { slug } & \rightarrow & 4 \wedge g \\
\text { Smith } & \rightarrow & \text { mis } \\
\text { sneeze } & \rightarrow & \text { niisd }
\end{array} \\
\text { 8. } \quad & \begin{array}{llll}
\text { neck } & \rightarrow & \text { yek } \\
\text { snake } & \rightarrow & \text { ye:k }
\end{array}
\end{array}
$$

These were not random exceptions but rather the effect of coalescing properties from each element of the target form (the voiceless sonorants) or of regular consonant harmony (the velar nasal).

Clear evidence that the child is focusing on and manipulating representations of the adult language comes from at least three other areas: his ability to identify contrasts in the adult language that he did not produce himself, ${ }^{5}$ his understanding of his own speech and his grammatical (morphological) behaviour. The first of these is illustrated by A's ability to retrieve on request the correct

[^7]picture of a mouth or a mouse at a time when he pronounced both of them as [maut]. That is, his own pronunciation masks his perceptual ability correctly to discriminate $/ \mathrm{s} /$ and $/ \theta /$. This ability is more interestingly reflected in his developing morphology. At a stage when $/ \theta /$ and $/ \mathrm{t} /$ (as well as $/ \mathrm{s} /$ ) were neutralised as [ t ] so that we had the examples in (9):
9. cloth $\rightarrow$ klot
cat $\rightarrow$ kæt
the former was pluralised by the addition of the ending normal for words ending in coronal continuants, whereas the latter had no overt plural marker at all, as seen in (10):
10. cloths $\rightarrow$ klotid
cats $\rightarrow$ kæt
The plural form of cat is presumably derived via the sequence of operations: $/ \mathrm{k}$ æts/ $\rightarrow|\mathrm{k} æ \mathrm{tt}| \rightarrow[\mathrm{k} æ \mathrm{t}]$, whereas the plural form of cloth is formed via a generalisation of the pattern found with e.g. horse as in (11):
11. horse $\rightarrow$ oit
horses $\rightarrow$ ortid
but his form [klotid] could clearly not be an imitation of what he heard in the way that [o:tid] could be.

A's reaction to his own speech was likewise revealing. If his pronunciation neutralised an adult contrast - e.g. between $/ \mathrm{s} /$ and $/ \mathrm{f} /$, both pronounced at the relevant stage as [s] - and if you played him a tape-recording of himself producing such a neutralised form, his interpretation of it was as the adult form. Only if there was no adult equivalent (in his vocabulary) would he identify the word as referring to his own version. The same point is illustrated by the conversation in (12) from APh (136-7) when A was $31 / 4$, though in this case it is my imitation of his pronunciation that he is reacting to:
12. $N V S$ What's a [səit]?
$A \quad$ \{immediately points to his shirt\}
NVS What's a [su:]?
A \{immediately points to a shoe\}
NVS What's a [sip]?
$A \quad$ When you drink \{imitates\}
NVS What else does [sip] mean?
$A$ \{puzzled, then doubtfully suggests $z i p$, though pronouncing it quite correctly
NVS No: it goes in the water.

$$
\begin{array}{ll}
A & \text { A boat. } \\
N V S & \text { Say it. } \\
A & \text { No. I can only say [sip]. }
\end{array}
$$

This reaction is apparently at variance with the claims of e.g. Scobbie et al. (2000) and Blevins (2004: 230). The latter observes that "the apparent difference between the child's phonology and that of the adult is an illusion: these children can perceive the adult contrast ... and attempt to reproduce it ... the children themselves can hear the contrast they are making and recognize the ... sounds as distinct". A could certainly perceive the adult contrast but he gave no indication that he was making a parallel contrast in his own pronunciation of sip and ship that was inaudible to me. Other children may of course have more refined productive and discriminatory abilities.

This makes it clear both that his immediate reactions - even to his own production - were in terms of adult-type representations, and that he had some metalinguistic awareness of these and of his own pronunciation. As discussed below, this does not, however, justify the further claim that he 'had his own system'. It is of course not possible to establish such a negative conclusion - the second main claim of the opening paragraph - but reviewing what would constitute evidence for the positive equivalent and showing that none of it is cogent comes as close as is feasible to doing so. In the case of A there was no good evidence for the simplification of the morpheme structure conditions or phonetic details characteristic of his putative system, except those which were motivated by properties of the adult language (see APh: 178-80).

The simple model that emerged from this study can be represented as in Figure 1 (from Smith, N.V., 1978: 46).


Figure 1 Model of the child's lexical phonology

## 2．3 Realisation rules

The mapping from the child＇s lexical representation（the adult surface form）to his pronunciation was effected by a set of extrinsically ordered＇realisation rules＇．For instance，given that the child consistently produced squat（／skwdt／） as［g〕p］，this was captured by a derivation illustrated informally ${ }^{6}$ in（13），where each of the rules was operative in a wide range of examples：

13a．／skwot／$\rightarrow$｜skwop｜（harmonising a coronal to a preceding labialised sequence $/ \mathrm{kw} /$ ）
b．｜skwop｜$\rightarrow$｜kwop｜（deleting pre－consonantal／s／）
c．｜kwっp｜$\rightarrow$｜kəp｜（deleting post－consonantal sonorants）
d．$\quad|\mathrm{k} \supset \mathrm{p}| \quad \rightarrow \quad[\mathrm{g} \supset \mathrm{p}] \quad$（neutralising the voicing distinction）
＇Phonetic detail＇rules then provided more information about the final ouput： e．g．that［gっp］was really［g̊p］with an initial voiceless lenis articulation．Two major disadvantages of such rules of an SPE type are first，that they are too powerful：any input can be converted to any output，and second，that（extrinsic） rule ordering gives rise to serious problems of learnability．These problems persist even despite its being the case that the＇power＇of the rules is offset to some extent by the fact that their formal properties are constrained by distinctive feature theory and the properties of the phonological hierarchy，and that their functional properties are constrained by the requirement that they instantiate one or more of four universal tendencies．

Distinctive feature theory allows the characterisation of＇natural classes＇of elements which appear to be manipulated by the child acquiring his first language yet which are not obviously captured by alternative systems of representation．An obvious example is provided by the class［＋coronal］${ }^{7}$ whose use allowed a maximally simple description of the set of consonants which underwent consonant harmony：／t，d，s，z， $\int, \theta, \mathrm{t}$ ， $\mathrm{d} 3, \mathrm{r}, \mathrm{l}, \mathrm{j}, \mathrm{n} / . \mathrm{By}$ implication，classes not easily described by simple feature specifications should not occur，except infrequently．In addition to distinctive features，APh（191－2） also appealed to syllables though without giving them explicit formal status．As we shall see when we look at Z＇s phonology in detail we also need at least enough sub－syllabic structure to define the notion＇onset＇．

[^8]The functional constraints, which capture Kisseberth's (1971) idea of 'functional unity' (or 'conspiracies'), stipulated that all realisation rules implemented one of the four processes mentioned above (vowel and consonant harmony, cluster reduction, systemic simplification, and grammatical simplification) and illustrated in (14a-d) respectively:


It may be necessary, or at least desirable, to expand the range of such tendencies to include a fifth category of 'template creation' to accommodate the phenomenon whereby some children coerce all (or some particular class of) words to conform to one particular pattern in apparent independence of the fine detail of the input. An example is provided by Macken's (1992; cf. Menn, 2004) subject who produced any word containing a labial and an alveolar with the labial as the first consonant, the alveolar as the second consonant, and all other consonants omitted. I argued explicitly against this possibility in APh (p. 175) (with a possible caveat about reduplication), but acknowledged the existence of rare exceptions in the form of Priestley's (1977) 'idiosyncratic strategies' (Smith, N.V. and Wilson, 1979: 253). The exceptions seem to be less rare than I thought, though neither A nor Z had recourse to such template creation, and the theory clearly needs to allow for them.

APh appealed to conspiracies but the theory at that time was inadequate to formalise them. Recent developments, especially in Optimality Theory, have improved the situation considerably (for discussion, see Pater, 2002; Yip, 2006: 1474-5; and below), though this apparent victory may be pyrrhic if the notion turns out to be unnecessary.

The disadvantage of deploying a theory that allows rule ordering is more severe as the range of possible grammars licensed by such a theory is astronomically large. However, in the formalisation of Z's phonological development no appeal to rule ordering proves necessary (for discussion, see below) and it seems reasonably clear that A's data could be reanalysed without it too. If correct, this removes a major objection to the (type of) framework used. It is similarly possible to avoid having recourse to such abbreviatory devices as the (linking) use of marking conventions, or the use of \{curly brackets\} to represent

[^9]that some rule operates in disjoint environments. In neither case is there any evidence that they reflect psychologically real generalisations made by the speaker-hearer and, for reasons of parsimony, the theory is better off without them.

Subject to certain caveats about the perfection of the child's perception (see below), the claim that the child has control of lexical representations equivalent to the adult surface form is not overly contentious. It does not follow from this that he does not also have further representations equivalent to his own output. I wish to defend the position that no such additional representations are necessary, but the evidence - especially the putative contrary evidence - will only become available once we have looked at Z's phonology, so discussion is postponed until chapter 5.

### 2.4 The role of perception

APh (134) hypothesised that "the child doesn't begin to speak until he has learnt to perceive at least the majority of the contrasts present in the adult language", hence the possibility that his lexical representations could be essentially equivalent to the adult surface forms. This hypothesis was tested and largely supported by Barton (1976), but in his review of APh Braine (1976) observed that some of the data cried out for a perceptual explanation. The most notable examples were the differential treatment of clusters consisting of a nasal followed by a voiced or voiceless consonant as shown in (15):

15a. mend $\rightarrow$ men
b. meant $\rightarrow$ met
where the nasal before a voiced consonant is long and perceptually salient, while that before a voiceless consonant is short and relatively inaudible. He accordingly argued for a 'partial perception hypothesis' which claimed that the child's perception system was 'only partly accurate' (Braine, 1976: 492). This suggestion was corroborated in detail by Macken's (1980) discussion of 'puzzles'. In a meticulous and elegant reanalysis of the puzzle-puddle-pickle evidence she demonstrated that, whereas A plausibly could discriminate between puzzle and puddle, he almost certainly couldn't (or didn't) discriminate between pairs like puddle and puggle. ${ }^{9}$ Puggle, of course, is not a word of English but,

[^10]

Figure 2 Revised model of the child's lexical phonology
crucially, A sometimes mispronounced words like pickle as pittle ([pitəl]), making it clear that his representation was not identical to the adult form, but had been subject to the constraining effects of his perceptual system which restricted the form of his lexical representations. Hence Figure 2, (from Smith, N.V. 1989: 47), where the Adult Pronunciation is passed through a Perceptual Filter to give the Child's Mental Representation which is then converted by Realisation Rules to give the Child's Pronunciation. ${ }^{10}$

Macken (1980) established the need for an explicit role for perception in any account of the mismatch between the child's production and the putative target forms of the adult language. Kiparsky and Menn (1977) and Menn (1980; cf. Menn and Matthei, 1992) made a different but related proposal to account for the mismatch: the manipulation by the child of two lexicons - an input lexicon and an output lexicon (cf. Howard and Franklin, 1988: 20). The main motivation for this unparsimonious system (see Kager et al., 2004b: 14) is 'inertia' (the persistence of a (mis)pronunciation beyond the expected time of its disappearance). A special case of this phenomenon is what APh refers to as 'restructuring', an example of which is provided by the development of feather discussed on p. 22 above. In addition, Bruce Hayes has argued that postulating two lexicons, related in such a fashion that the child's newly mastered

[^11]pronunciations gradually replace the old forms in the output lexicon, provides an explanation for some of the details of the phonetic progression of acquisition by A. Specifically, it explains the observation in APh (p. 141) that typically "the first word to occur with no harmonised variation at all was one which was almost certainly new to his vocabulary". He writes (p.c.) that this "makes sense under the view that for a completely new word, there's no older entry that needs to be dislodged" (from the output lexicon). Further, the hypothesis "correctly predicts a loose correlation between frequency and slowness for a word to get updated - frequent words get entrenched earlier and more deeply, and thus require more time for the new entry to replace the old". However, this prediction would follow equally well from an analysis with a single lexicon and a network whose connection strengths were partially determined by frequency. As Kager et al. (2004b: 14f.; cf. Menn, 2004: 58ff.) argue that a two-lexicon solution makes unfortunate predictions elsewhere, I am reluctant to adopt such an account and restrict myself to a single lexicon.

A closely related and equally unparsimonious idea is provided by the suggestion that the child has two grammars (e.g. Hayes, 2004; Boersma, as cited in Menn, 2004: 63). Though I am aware that I was probably the target of Menn's (1980: 23) epigraph "Beware Procrustes bearing Occam's razor", ${ }^{11}$ it is desirable - if possible - to avoid the multiplication of such entities. Apart from lack of parsimony, described as "unattractive (perhaps, indeed, incoherent)" by Smolensky (1996: 720), such duplication of lexicons or grammars allows in principle for a situation in which the child understands one language and produces a different one - Hindi and English, for example. More realistic, but still implausible, would be a situation where the child understood (only) variety A of a language but produced (only) variety B.

That there is a role for (inadequate) perception in any explanatory account of the child's acquisition of phonology seems to me now to be incontrovertible, but I remain entirely unconvinced by the case for multiplying grammars or lexicons beyond necessity. Be that as it may, and however defensible or indefensible the analyses in APh were, they had the merit of being sufficiently explicit to constitute a descriptive and explanatory challenge to others working in a variety of frameworks.

[^12]
## 3 Competing theories

The modifications suggested by Macken and others preserved the basic rulebased generative framework of APh. I look next at other proposed generative revisions before turning to constraint-based and usage-based alternatives.

### 3.1 Rule-based (generative) theories

Rule-based ('generative') theories have the great advantage of being explicit and descriptively rich: there is almost nothing they cannot describe. This, of course, makes the problem of explanation more acute, and even the descriptive richness doesn't guarantee that the correct natural classes of data or phenomena will be characterised by the theory. For example, my description of consonant harmony in APh achieved at best descriptive adequacy. Spencer (1986; see also Smith, N.V., 1989: 125f.; Goad, 1997) provided evidence for a change in the still generative - theory used in child phonology: the need to appeal to autosegmental representations rather than relying on the purely linear approach of SPE phonology. Spencer emphasised the fact that some of the formal statements of consonant harmony were baroque in their complexity. In particular, the rule ensuring that [l] emerged for all of $/ 1, \mathrm{r}, \mathrm{j} /$ in examples like [lelu:] for yellow and [lolir] for lorry had to be complicated because the harmony operated in both directions: from left to right in lorry, from right to left in yellow. But the process is intuitively a unitary one, and he suggested that if 'laterality' were treated autonomously such that the feature [lateral] was associated with all the consonants in the domain simultaneously this unity could be satisfactorily captured. A similar autosegmental analysis also solved a problem presented by the kind of example illustrated by squat in (13) in chapter 2 above. For the words in (1):

```
1. queen }->\mathrm{ giim
    twice }->\mathrm{ daif
    quick }->\mathrm{ gip
    squeeze }->\mathrm{ girp
```

the final consonant of the adult word ended up in A's pronunciation as a labial, presumably because of the $/ \mathrm{w} /$ following the initial consonant in the input. This is patently another case of consonant harmony, though as the post-consonantal /w/ disappeared in A's speech this was not immediately obvious. By detaching 'labiality' from the sequence of segments and giving it its own autosegmental tier, Spencer was able to simplify the statement of the process. More interestingly, this separation predicted correctly that A's ability to produce consonant clusters involving a/w/ should emerge at the same time as the disappearance of the pronunciations in (1). Under the original description this simultaneity was simply an accident.

The advent of autosegmental phonology thus allowed generative phonology to cope with some data that had seemed problematic for it by allowing processes that are intuitively the same to be treated unitarily. This advantage did not, however, generalise, and a putative example of this limitation (see e.g. Pater, 2002; Kager et al., 2004b) is the inability adequately to accommodate the 'functional unity' (Kisseberth, 1971) of certain sets of phonological rules. This was mentioned in APh $(177,204)$ because, as mentioned in chapter 2, a crucial (universal) constraint on realisation rules was that they 'conspire' to implement particular functions, but such conspiracies could not be formally implemented in the generative phonology of the time. This led to 'constructivist' alternatives (Kiparsky and Menn, 1977) in which output constraints had a formal role. For instance, the child's difficulty in producing consonant clusters could be solved by postulating a constraint prohibiting them, where this could be implemented by deleting either one of them, by inserting an epenthetic vowel, by metathesis, and so on. Importantly for what follows, such constraints were viewed as the result of the child's "limited ability to plan and execute a complex motor activity" (Menn, 1978: 164): that is, as mainly a performance problem.

A second perceived limitation of early generative theories was the problem of learnability: as Gnanadesikan referring to A put it (2004: 101): " $[t]$ he child is seen as having formulated a large number of rules for which he has never received any evidence". This problem appears at its starkest in the child's development of a rule (or rules) of consonant harmony for which there is no evidence in the input. This problem is related to the contrast (ignored in APh) between 'invented' rules - like my realisation rules, which are peculiar to the child and probably not correctly viewed as 'learned' at all - and rules characteristic of the adult phonology which really are learned. A third limitation was a side-effect of the descriptive profligacy of rules: their failure adequately to characterise the typological variety of the world's languages. Solutions to all
of these problems were provided by the development of Principles and Parameters theory in the 1980s and by constraint-based theories, specifically Optimality Theory, in the 1990s.

### 3.2 Parameter-setting models

A radical innovation of generative theory was the introduction in the late 1970s of the Principles and Parameters model. The major advantage of the framework lies in its potential for solving "Plato's problem": how children can acquire their first language with such remarkable speed and efficiency. In line with developments in other domains, especially immunology, this is seen as a task of selection rather than a task of instruction: the full range of linguistic possibilities comes pre-specified (they "belong to the genotype"; Anderson and Lightfoot, 2002: 36) and the child's task is just to choose the right ones (see PiattelliPalmarini, 1989). The idea is that everything is already laid out in the child's mind and language acquisition consists simply in making particular choices "off the peg". The huge phonological variety among the world's languages can then be reduced to a set of (usually binary) alternatives, solving the problem of typology as well as Plato's problem. However, there is an implicit corollary to the effect that children may have knowledge not directly licensed by the input data, and it is clear that those who do not accept this abstractness and are anyway anxious to minimise appeals to innateness will be unmoved by the claims of parametric models (cf. Blevins', 2004, critique of 'hyper-learning').

A classic example of a worked-out parametric model is Dresher and Kaye (1990: 142-3) who suggest some ten or more "Parameters of metrical theory" to account for the variety and acquisition of stress systems. Their parameters include those in (2):
2. P1 The word-tree is strong on the [Left/Right] (where the choice 'Left' is characteristic of languages with initial word stress)
P2 Feet are [Binary/Unbounded] (where the choice 'Binary' licenses alternate weak and strong syllables)
P5 Feet are Quantity Sensitive [Yes/No]
Evidence which is sufficient for the learner to identify the correct value for Quantity Sensitivity (P5) comes from the correct perception of at least two words with the same number of syllables, but with different stress patterns, such as América and Manitóba.

Various extensions and modifications of parameter theory have been suggested (see inter alia Charette, 1991; Fikkert, 1994; Pan and Snyder, 2004;

Snyder, 2007). Given the focus of the current work, it is most relevant to illustrate the genre with an example concentrating on segmental phonology: Sanoudaki (2007). She developed a framework within CVCV theory (Scheer, 2004) which successfully predicted the order of acquisition of different clusters of non-rising sonority in Modern Greek. She observed that clusters of the type $/ \mathrm{sp}, \mathrm{st}, \mathrm{sk} /$ are acquired productively before clusters of the type $/ \mathrm{xt}, \mathrm{ft} /$ and explained this as a result of the former requiring a subset of marked parameter settings. ${ }^{1}$ In general, because of the presumed absence of usable negative data in first language acquisition, the child always homes in on the (unmarked) combination of settings, a strategy which eventuates in his mastering the correct subset of the relevant forms.

Apart from their implications for learning, an attractive aspect of parametersetting models is that they generalise to provide an account of language typology. The same choice which eventuates in a child correctly producing $/ \mathrm{xt} /$ clusters, for instance, also characterises the set of languages (such as Modern Greek) which have such clusters. Despite the conceptual appeal of parameter theory and its success in accounting for aspects of the acquisition of both phonology and syntax, there have been few worked-out applications of it to the acquisition of phonology. This area has been dominated for the last few years by the rise of Optimality Theory (OT), which has spawned a vast amount of work in all domains of phonology. This constraint-based work has provided a new format for describing phonological acquisition and has simultaneously suggested solutions to the problems raised by typology and by learnability.

### 3.3 Constraint-based theories, especially Optimality Theory

OT originated as a general theory of phonology but, with its emphasis on the relation between input and output forms, lends itself particularly obviously to acquisition. Its major results arise from the tension between two kinds of constraint, faithfulness and markedness, where the former regulates the relationship between input (underlying) and surface forms - militating against deletion or insertion processes, for instance - and the latter imposes restrictions on output forms - disfavouring complex clusters, for example. The phonology of a particular language consists of an ordered ranking of all the constraints. In adult phonology the input can be taken to include the lexical representation, in

[^13]acquisition it can be construed more literally as the input to the child - the primary linguistic data. There is general, but not total, agreement (see chapter 5, section 5.1.5) that in the initial state (i.e. before the child starts acquiring the phonology of the ambient language) all markedness constraints outrank all faithfulness constraints, and that acquisition consists in pairwise re-ranking of those constraints according to a well-defined algorithm. ${ }^{2}$

As seen above, conspiracies of the kind proposed by Kisseberth and exploited informally in APh are formally somewhat intractable in a rule-based framework. In constraint-based theories by contrast they are expected, and generalisations which were expressed as the fortuitous outcome of different rules can be captured by the operation of a single simple constraint ranking in OT. For instance, A's pronunciation of meant and mend as [met] and [men] respectively (see ch. 2, p. 27, above) was accounted for in APh by postulating two unrelated rules reducing clusters of a nasal plus consonant to a single element as shown in (3):

3a. $\quad[+$ cons $] \rightarrow \varnothing /[+$ nasal $][\overline{+ \text { voiced }}]$
b. [+nasal] $\rightarrow$ Ø/ ___ [-voiced]

In OT this conspiracy is accounted for by ranking the single constraint *COMPLEX ${ }^{3}$ above the relevant faithfulness constraints preserving one or other of the members of the cluster. Such further constraints (max-C [tNASAL] and max- $C^{4}$ ) as in (4), are still needed to accommodate the different outputs ([met] and [men]), but the crucial advantage is that the OT constraint correctly captures the generalisation in a way that rule-based systems in principle cannot.

4a.

| Input: /mend/ | ${ }^{\text {CCOMPLEX }}$ | max-C |
| :---: | :---: | :---: |
| mend | $*!$ |  |
| men |  | $*$ |

$4 b$.

| Input: /ment/ | *COMPLEX | MAX-C $_{[+ \text {NASAL }]}$ |
| :---: | :---: | :---: |
| ment | $*!$ |  |
| met |  | $*$ |

2 It is worth noting (cf. Stemberger and Bernhardt, 1999: 419) that children's productions may be more faithful than the typical adult pronunciation - e.g. in the absence of weak forms or reduced vowels.
3 This is a 'cover constraint' (cf. McCarthy, 2008: 261) subsuming *Complex onset and *COMPLEX CODA. Only the latter is directly relevant here, but the former features below.
4 Cf. McCarthy (2008: 111).

To accommodate both outputs with a single ranking we need slightly to refine the tableaux in $(4 a, b)$ as in $(4 c, d)$, where max-C is replaced by max- $\mathrm{C}_{[-\mathrm{voice}]}$ and both this and the constraint max- $\mathrm{C}_{\text {[+NASAL] }}$ dominate the general faithfulness constraint max. max- $\mathrm{C}_{[- \text {voice }]}$ is omitted from (4d) as it has no effect.

4c.

| Input: /ment/ | *COMPLEX $^{\text {MAX-C }}$ [-voice] | MAX-C $_{[+ \text {NASAL }]}$ | MAX |  |
| :---: | :---: | :---: | :---: | :---: |
| ment | $*!$ |  |  |  |
| men |  | $*!$ |  | $*$ |
| med |  | $*!$ | $*$ | $*$ |
| met |  |  | $*$ | $*$ |

4d.

| Input: /mend/ | *COMPLEX | MAX-C $_{\text {[+NASAL] }}$ | MAX |
| :---: | :---: | :---: | :---: |
| mend | $*!$ |  |  |
| med |  | $*!$ | $*$ |
| met |  | $*!$ | $*$ |
| men |  |  | $*$ |

The validity of this argument for an OT analysis is predicated on the assumption that the constraint accounting for the conspiracy has some psychologically real status. This is a moot issue, as is the question whether appropriate OT constraints can be generalised to cover all the 'tendencies' postulated in APh. ${ }^{5}$ Kiparsky (1972, 1973) and more recently Hale and Reiss (2008: 14; Reiss, 2008: 288; cf. also Vaux, 2008) have argued that there is no need to capture conspiracies as they are epiphenomena of the tendency of languages to have 'transparent' rules (i.e. rules that are surface-true), itself the result of considerations of learnability. If this claim is correct it implies that conspiracies have no psychological reality, hence no causal powers that go beyond the easy learnability of transparent rules.

5 In APh I wrote (p. 177) that "the acquisition of phonology is characterised by two 'infantile conspiracies', followed by a set of neutralisation rules". It is clear that this has to be interpreted as two kinds of conspiracy and, accordingly, OT would need to postulate more than two sets of conspiratorial constraints.

The issue can be further illustrated by a comparison of the development of some initial clusters by A and Z, specifically clusters of/s/ plus consonant. A's treatment of all /sC/ clusters was uniform, going through a stage $/ \mathrm{sC} / \rightarrow[\mathrm{C}]$ (deleting the $/ \mathrm{s} /$ ) whether C was sonorant or obstruent, ${ }^{6}$ whereas Z treated $/ \mathrm{sC} /$ like his father where C was an obstruent, but deleted the consonant where it was sonorant: $/ \mathrm{sC}_{[+ \text {son }]} / \rightarrow[\mathrm{s}]$. First, note that although the simple statement *COMPLEX (postulated to deal with final clusters) generalises automatically to such cases, its interaction with other constraints is entirely independent, so the economy that the generalisation would effect is minimal or non-existent. That is, there is no correlation between the mastery of final nasal plus consonant clusters and initial /s/ plus consonant clusters. More generally, the notion 'cover' constraint seems to be spurious. Second, the difference between the learners means that what could be characterised by a simple single rule for A was the result of a conspiracy of two rules for $Z$. This is unexceptionable but it was also the case that different constraint re-rankings were necessary to accommodate the different longitudinal development of the two children. For instance, A's development involved the temporary demotion of the constraint banning voiceless sonorants (*[+son, -voice]); Z's involved interaction with the constraint banning velars. Whether the conspiracy effects any real economy in this situation is dubious, especially as A's development exemplified a problematic U-shaped curve ${ }^{7}$ in which voiceless sonorants were disallowed, then licensed, then disallowed again. No such problem obtained in the rule-based alternative where this progression was explained as being the result of rule simplification - see APh (p. 157). In fairness it should perhaps be added that parametric accounts fare no better, being just as complex and stipulative as OT.

The problem of the status of conspiracies is more general. APh postulated four functional universals (or 'tendencies') which the realisation rules implemented. It is not obvious, however, that systemic simplification as characterised by a constraint banning fricatives and affricates, for instance, has any advantage over a rule (or rules) with the same role (see Vaux, 2008: 56f.). Further, APh (p. 177) suggested that only harmony and cluster reduction rules form conspiracies. If correct, this is problematic, as no such restriction falls out from the claims of OT. Moreover, it is clear that the fourth tendency - to effect grammatical simplification - is not 'conspiratorial' at all. The much-bruited ability of OT to capture conspiracies may not be an advantage after all.

[^14]A further point in favour of OT is supposedly its capturing of the parallelism between acquisition and typology. A central tenet of the theory is that all constraints are violable, all constraints are available in every language, and the same markedness constraints apply in both domains. As a result there is an explicit 'factorial typology' of languages: given $n$ constraints, the theory predicts the existence of $n$ ! languages. To the extent that this prediction is borne out, so is the theory supported (or not, of course). Here there are conflicting considerations at work. On the negative side, a potential drawback is that the predictions are too unconstrained and could be described as "anything goes". Without more, and more principled, conditions on the expressive power of constraints, OT represents no advance over rule-based theories. On the positive side in contrast, one might be able to argue that a putative advantage of the OT position is that it inhibits the postulation of spurious typological categories. Traditional typologies refer, for instance, to 'tone' (versus intonational) languages, to 'click' languages and so on, but not to 'voicing' languages or 'aspiration' languages. These contrasts were not principled ones - that is, they followed from no theory and OT's claim of factorial typology inhibits the linguist from postulating such unprincipled types. All these typological categories are equally arbitrary, as is highlighted by the interaction of the 'richness of the base' (ROTB) hypothesis and the details of the constraint ranking postulated for any particular language. ROTB is the claim that the set of inputs to the grammars of all languages is the same, so there can be no linguistically significant generalisations or differences in the lexicon, no morpheme structure conditions, no differences in the inventories of elements apparently exploited, and so on. These exclusions may themselves be too extreme, but it follows that OT makes no provision for the statement of spurious typologies such as 'click' languages, where the spuriousness of the unwanted type is probably a function of perceived exoticism. In no framework is it necessary to postulate such and such a typology, but the arbitrariness of the enterprise is appropriately highlighted in OT.

### 3.3.1 Learnability in OT

A further advantage of OT over traditional rule-based accounts, though not over parameter-setting ones, is that it has developed an explicit algorithmic theory of learnability. There are two components forming the cornerstones of learnability in OT: Robust Interpretive Parsing (RIP; Tesar and Smolensky, 1998) and the Constraint Demotion Algorithm (CDA), which interact to allow learning. CDA is closely related to Boersma's Gradual Learning Algorithm (GLA) (Boersma, 1997; Boersma and Hayes, 2001) except that the latter works on a continuous rather than a discrete scale. RIP enables a parser to use a grammar to assign
structure to forms that are not grammatical according to that grammar; CDA stipulates that constraints that are violated by some structural description must be demoted in the ranking. That is, information can be extracted from the violation of constraints in the optimal output. The learning algorithm compares the attested output to various suboptimal candidates. Constraints which are violated in the optimal output must come to be dominated by some other constraint.

In the original version of the theory the initial state had all constraints unranked, but Gnanadesikan (1995) proposed that in the child's initial state the markedness constraints outrank faithfulness constraints. For current illustrative purposes the choice between these alternatives is irrelevant. The difference between child and adult phonology lies in the relative rankings of constraints against markedness and constraints demanding faithfulness to the input. As acquisition progresses the appropriate markedness constraints are demoted. Demotion to a position immediately below the highest ranking constraint that gives rise to the violation results in a new ranking. Re-ranking is only allowed if there is positive evidence in the form of a constraint violation in the optimal output. For example, given an initial set of mutually unranked constraints $\left\{\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}, \ldots \mathrm{C}_{\mathrm{n}}\right\}$, then demoting $\mathrm{C}_{2}$ below $\mathrm{C}_{4}$ gives $\left\{\mathrm{C}_{1}, \mathrm{C}_{3}, \mathrm{C}_{4}, \ldots\right.$ $\left.\mathrm{C}_{\mathrm{n}}\right\} \gg\left\{\mathrm{C}_{2}\right\}$. If $\mathrm{C}_{3}$ is then demoted below $\mathrm{C}_{4}$ the result is the 'stratified hierarchy' $\left\{\mathrm{C}_{1}, \mathrm{C}_{4} \ldots \mathrm{C}_{\mathrm{n}}\right\} \gg\left\{\mathrm{C}_{2}, \mathrm{C}_{3}\right\}$. By hypothesis, all output forms of the target language reflect a single constraint hierarchy (Kager, 1999: 299). To illustrate, Kager (1999: 325ff.) discusses the three constraints for Dutch in (5a) specifying that coda consonants must be voiceless \{*Voiced-CODA\}, that the input and output versions of segments must not change their value for the feature [voice] \{Ident-IO(voice) \}; and that intervocalic consonants are voiced \{Inter-V-Voice $\}$ :

5a. $\quad\{$ *Voiced-coda $\} \gg$ \{Ident-IO(voice) $\} \gg$ \{Inter-V-Voice $\}$
How does the child learn this? The crucial data are the two pairs of singularplural forms in (5b):

| 5b. | pet | /pet/ | [pet] | 'cap' |
| :--- | :--- | :--- | :--- | :--- |
|  | petten | /petən/ | [pe.tən] | 'caps |
|  | bed | lbed/ | [bet $]$ | 'bed' |
|  | bedden | /bedən/ | $[$ be.dən $]$ | 'beds' |

Evidence for the ranking \{*VoICED-CODA\} > \{Ident-IO(voice)\} comes from the singular form bet in the tableau in (6a); while evidence for
$\{$ Ident-IO(voice) $\}>$ \{Inter-V-Voice $\}$ comes from the plural form pe.ton in the tableau in (6b):

6 a.

| Input: /bed/ | *Voiced-coda | Ident-IO(voice) | Inter-V-Voice |
| :---: | :---: | :---: | :---: |
| a. bet |  | $*$ |  |
| b. bed | $*!$ |  |  |

6 b .

| Input: /pet-ən/ | * Voiced-coda | Ident-IO(voice) | Inter-V-Voice |
| :---: | :---: | :---: | :---: |
| a. pe.tən |  |  | $*$ |
| b. pe.dən |  | $*!$ |  |

But if the child assumes that the [d] in [be.dən] comes from /t/ by intervocalic voicing, then $\{$ Ident-IO(voice) $\}$ must be demoted below \{Inter-V-Voice $\}$, giving the incorrect fragment in (7):

## 7. $\{$ Voiced-coda $\}$, \{Inter-V-Voice $\} \gg$ \{Ident-IO(voice) $\}$

This ranking fails for [pe.tən], predicting *[pe.dən] instead, as shown in tableau (6c):

6c.

| Input: /pet-ən/ | *Voiced-coda | Inter-V-Voice | Ident-IO(voice) |
| :---: | :---: | :---: | :---: |
| a. pe.tən |  | $*!$ |  |
| b. $*$ pe.dən |  |  | $*$ |

Hence the correct grammar emerges from the (non-)existence of a voicing alternation in the pairs in (5b).

This algorithm works satisfactorily, even elegantly. There is, however, a problem: the task of learning the lexical representation of individual items is taken to be solved: "The algorithm assumes that the input is given" (Kager, 1999: 298; cf. McCarthy, 2002: 202, who assumes that "the input and output are already known to the learner"). This means that the task the child is taken to face can be specified in the form of the question: "given the availability of a set of surface forms of the target language, and a set of universal constraints, is it possible for the language learner to discover the correct constraint ranking of the target language?" Kager (1999: 297). The constraints are universal, so there is no real problem there, but the question of how the child got the 'set of
surface forms' remains unanswered. The tension arises because the availability of the set of surface forms presupposes that the child has already solved some (perhaps many) aspects of the constraint ranking problem. At the very least he must have determined the set of elements that constitute the inventory ${ }^{8}$ of phonemes (or other units) used in lexical entries, and the permitted combinations of such units where these (as indicated on p. 14 above in the discussion of $/ \mathrm{sp} /$ versus $/ \mathrm{ps} /$ clusters) differ from language to language. For instance, if a child is learning a language like English which has voiced codas, then knowing the lexical representations of appropriate English words should ensure that \{*Voiced-coda \} is not ranked as highly as in Dutch, but that fact presumably has to be learnt. The problem is supposedly obviated by ROTB and even in the absence of this assumption can be mitigated in part by 'lexicon optimisation' (cf. e.g. McCarthy, 2002: 77), which favours harmonic over dis-harmonic relations, and by the general requirement that whereas underlying forms may be restructured over time, constraint rankings cannot be changed. None the less, as these assumptions are themselves not unproblematic, the learning algorithm for OT is not an unmixed blessing as it leaves a crucial component of the learning task unaddressed.

### 3.3.2 Opacity and the perception-production asymmetry

A further general problem for OT is opacity: that is, where forms appear on the surface which look as if they should have undergone a rule but didn't, or which did undergo the rule but look as if they have not (for discussion, see Dinnsen, 2008). Such cases are typically handled by (extrinsic) rule ordering in a rulebased system, but are less tractable in systems that eschew ordering statements or, like OT, have no rules. A classic example is provided by 'puzzles' (see p. 21 above), where the facts are accounted for by making the rule velarising $/ \mathrm{d} /$ to $[\mathrm{g}]$ precede, and hence 'bleed', the rule converting $/ \mathrm{z} /$ to [d], but no comparable account is possible in OT. There are various suggestions for dealing with the problem: for instance, it is soluble within 'Serial OT' using constraint conjunction ${ }^{9}$ (McCarthy, 2002: 166f.), but the best-known treatment of such 'chain shifts' is Smolensky's (1996) resolution of the perception-production asymmetry in child phonology (for discussion, see Hale and Reiss, 2008 - esp. p. 67). Smolensky suggests that "what differs between 'production' and 'comprehension' is only which structures compete; structures that share the same

[^15]underlying form in the former case, structures that share the same surface form in the latter case" (Smolensky, 1996: 722-3; cf. McCarthy, 2002: 215).

Smolensky illustrates the essence of his proposal on the basis of an example where a child understands [kæt] (for cat) but produces [ta]. The production is accommodated by ranking NoCoda and *Dorsal above the faithfulness constraints PARSE and FILL, ensuring that all segments in the input are parsed and no new segments are inserted. The child's correct comprehension is accounted for because the only competing structures are those which are pronounced [kæt] (/kæt/itself, a misparsing of/skæti/, etc., but importantly not [ta]). All the putative inputs violate NoCoda and *Dorsal, but [kæt] from /kæt/ wins over [kæt] from (e.g.) /skæti/ because the latter violates (lower-ranked) faithfulness constraints.

As Iggy Roca (p.c.) points out, Smolensky's argument has a serious flaw (quite independent of the competence implications that Hale and Reiss criticise). The core of Roca's criticism is that what is evaluated in OT is the pool of candidates output by GEN (the universal candidate generator), crucially not the primary input, which is usually taken to be the underlying representation. Smolensky's reversal for comprehension, taking the surface form as input, while ingenious, reveals a mistaken procedure. The surface form will be input to GEN, and not to EVAL, the function which uses the ranked constraints to evaluate output candidates and select the optimal candidate. The input to EVAL will again be the pool of candidates (the same candidates) output by GEN. The conclusion has to be that the proposal is unsuccessful.

A less arbitrary solution to the chain-shift problem is provided by Jesney's (2007) account of the puzzle puzzle in terms of perceptual faithfulness. She proposes a "Faithfulness to Input Prominence Hypothesis": child chain shifts are driven by specific faithfulness constraints which refer to perceptually prominent input feature combinations. Input feature values can be preferentially preserved in the output, leading to chain shifts, just when they are subject to these constraints. The suggestion is intriguing but accounts only for child chain shifts that can be perceptually motivated. In the current case, the coronality of strident segments is more perceptible than that of non-strident segments, hence puzzle retains a coronal [d]. It's not clear how the proposal fares for instance with an example from Z, who produced $/ \mathrm{J} /$ as $[\mathrm{s}]$ but $/ \mathrm{s} /$ as $[\mathrm{t}]$, as in 'horse-shoe', [host su:], as $/ \mathrm{J} /$ and $/ \mathrm{s} /$ are equally salient perceptually ${ }^{10}$ and adult minimal pairs were indeed discriminated. The example is not decisive evidence against Jesney's claim because of the positional differences in Z's pronunciation of the

[^16]adult fricatives: / $\mathrm{J} /$ was produced as [s] everywhere, thereby neutralising the $/ \mathrm{s} \sim \mathrm{f} /$ contrast initially, whereas $/ \mathrm{s} /$ was correctly produced as [s] initially but as [ t ] finally. None the less, it seems unlikely that her hypothesis will cover all the relevant cases.

There are other putative advantages to a constraint-based framework. Kingston (2007) suggests that OT has the advantage of allowing the intermingling of phonological and phonetic constraints, finessing the problem of drawing any kind of demarcation between them. As explained earlier, in APh there were two types of rule mapping the child's lexical representations to his pronunciation: realisation rules and phonetic detail rules. The former, for instance, neutralised the voicing contrast (cf. (13d) in ch. 2), the latter then spelt out the fine detail of the child's pronunciation of the neutralised segments (initial voiceless lenis, medial voiced, final voiceless). This is both uneconomical (and sometimes involves a 'Duke of York' derivation ${ }^{11}$ (Pullum, 1976; cf. also Dinnsen et al., 2001)) and inconsistent with the claim that the child does not have his own system. That is, the boundary between the output of the realisation rules and the input to the phonetic detail rules implicitly postulates a level of representation, and it's not obvious that such a level has any status at all. The advantage of OT would then be that all the facts could be captured by constraints of an undifferentiated kind: essentially they could be restricted to the 'allophonic' ones. If the mapping from the adult form to the child's output has the processes (reinterpreted as constraints) as in the tableaux in (8) below it is unnecessary also to have any statement neutralising the voicing distinction. ${ }^{12}$

8a.

| Input: /b $\wedge \mathrm{mp} /$ | *OnSET/voiced | *ONSET/FORTIS | FAITH |
| :---: | :---: | :---: | :---: |
| $\mathrm{b} \wedge \mathrm{p}$ | $*!$ |  |  |
| $\mathrm{p} \wedge \mathrm{p}$ |  | $*!$ |  |
| $\mathrm{b} \wedge \mathrm{p}$ |  |  | $*$ |

Accounting for the initial consonant being voiceless lenis

11 That is, a derivation in which some entity A is changed by a rule into some other entity B , only to be changed back by another rule into A again.
12 It is worth noting that OT typically presupposes that it is appropriate to talk of child speech displaying fewer contrasts than adult speech. A typical example is Stemberger and Bernhardt (1999: 418).

8 b .

| Input: /terb!// | *Medial/Lenis | *Medial/voiceless | Faith |
| :---: | :---: | :---: | :---: |
| be:bu |  |  | $* *$ |
| be:bu | $*!$ |  | $* * *$ |
| be:pu |  | $*!$ | $* * *$ |

Accounting for the medial consonant being voiced
8c.

| Input: /b $\wedge \mathrm{mp} /$ | *Coda/voiced | *Coda/LENIS | FAITH |
| :---: | :---: | :---: | :---: |
| $\mathrm{b} \wedge \mathrm{b}$ | $*!$ |  |  |
| $\mathrm{b} \wedge \mathrm{b}$ |  | $*!$ |  |
| $\mathrm{b} \wedge \mathrm{p}$ |  |  | $*$ |

Accounting for the final consonant being voiceless
Two questions immediately arise: is this simplification appropriate and, assuming that it is, can it be captured equally easily in a rule-based framework? The answer to both seems to be positive. Although the suggestion may have originated with OT it can be equally well implemented in a rule-based system.

This discussion should have made two points clear. The first is that the child's production is as it is because of articulatory and perceptual ease, and failure to acknowledge this explicitly is a reflection of the "regrettable gap between phonology and phonetics" (Hayes, 1999: 246). ${ }^{13}$ The second is that postulating a level of representation for the child's system - an intervening stage represented here in pipes, e.g. $|g \supset p|$ - is pernicious for the same reason that the phonemic representations of American Structuralism were shown by Halle (on the basis of Russian voicing assimilation) to be pernicious in inhibiting the statement of generalisations (Halle, 1959; cf. Smith, N.V. and Wilson, 1979: 139-40).

The implication of these points is perhaps more radical, as Hale and Reiss (2008) repeatedly emphasise. Most of the rules or contraints of child phonology are motivated by performance considerations rather than competence ones. If OT is committed to a competence account of acquisition in virtue of its use of constraint (re-)ranking, then a more radical rejection of the theory may be called

[^17]for, assuming that not all theories are equally so committed. I return to the issue in the discussion of what levels of representation it is necessary to impute to the child; in the interim, suffice it to say that the rules of rule-based theories may in principle have various different kinds of status - competence, incompetence, malperformance, and so on.

As hinted above, a disadvantage (as perceived by some researchers) of both parameter-setting and constraint-based models is the extent to which they presuppose a rich innate base, with the associated appeal to poverty-of-the-stimulus arguments (see especially Blevins, 2004: 219ff.). The alternative is one or another form of 'conservative' data-driven learning, for instance Culicover's (1999) "conservative attentive learner", which makes minimal appeal to any linguistically specific innate ability (cf. Snyder, 2007, and, for critical discussion, Thornton, 2008). This is an obvious signpost to a discussion of so-called usage-based models.

### 3.4 Usage-based and connectionist models

Being usage-based and being connectionist are conceptually independent but I treat them together for two reasons. First, they typically co-occur in the literature: Tomasello, for instance, in his 'usage-based' theory writes that "the bestknown theoretical alternative to generative grammar is of course connectionism" (2003: 324). Second, both accounts start from a desire to eschew the kind of nativist assumptions characteristic of the generative enterprise and lay particular emphasis on the learner's exploitation of frequency effects in the input (cf. the discussion of the statistical basis of the work of Saffran and her colleagues above). Moreover, this statistical underpinning allows connectionist networks to operate in such a way that activation spreads through the lexicon causing phonologically similar words to be treated similarly - thereby replicating some of the properties of a rule-based framework.

There are domains such as vocabulary where frequency effects are important. Both A's and Z's vocabulary was impressive: at the age of 4 Z was using e.g. obsessed; exhibition and similar words appropriately (even if the latter sometimes appeared as expedition instead). It is clear that many of these usages were simply imitations of his parents' (frequent) observation that, for instance, "Joshua is obsessed with grapes." In general, rote memorisation forms a useful base for internalising and consolidating particular patterns, and the greater the frequency of such patterns the more likely they are to be established. There is then an (undenied) element of truth to usage-based approaches. However, I have previously expressed some scepticism about the coherence of Tomasello's (2000a, b) usage-based position on the acquisition of syntax (see Smith, N. V.,

2005: 87-8), and I think it faces equally intractable problems when it is extended to the acquisition of phonology.

The core claim of usage-based approaches is encapsulated in Bybee's (2000) observation that "Language use can ... explain some well-known properties of phonological patterns" (p. 250) or that " $[t]$ he act of using a word, either in production or perception, has an effect on the stored representation of the word" (p. 251; cf. Stemberger and Bernhardt, 1999: 435f.). It follows that the frequency with which forms appear should have an identifiable effect on their (phonological) properties. Moreover, in reflecting the frequency of the linguistic forms the child hears and produces, usage-based theories have the advantage of modelling gradient and highly variable phenomena. (For further discussion see Bybee, 1999, 2001; Zamuner et al., 2005.)

Usage-based approaches are not monolithic, so criticisms of one may not generalise to all, but it is not unfair as a first approximation to treat them on a par. I will briefly mention three problems, beginning with lexical representation. For Bybee (2001) words are stored in full phonetic detail with no abstract underlying form. To the extent that children can identify adult pronunciations that they cannot produce, and do this with adults they have never heard before, this seems problematic. The claim is even unparsimonious with regard to their own production. Every utterance is phonetically different, so there must be some generalisation over phonetic categories, but, in the absence of an underlying form, defining the boundaries of such generalisation risks being arbitrary. Assuming that this problem can be solved, there remains that of justifying the claim that the phonetic detail is 'stored' rather than that it emerges piecemeal from a unitary representation. If at some stage a child (e.g. Z in session 46) pronounces Grandpa as any of ['tæmba:/ 'thæmba:/ 'dæmba:/ 'tæmpa:/ 'tæmp ${ }^{\mathrm{h}} \mathrm{a}: /$ 'themba:/ trm'pa:/ dæm'pa:] and also $^{\mathrm{h}}$ shows comparable variability in the pronunciation of other items containing plosives (including new words), it is implausible to postulate that he has eight (or more) forms stored in his mental lexicon. There were early precursors of Bybee's position, such as Ferguson and Farwell (1975: 429), who suggested that variability of the kind cited made it difficult to postulate unique underlying forms for the child. Significantly, they provided no discussion of the child's perceptual abilities - for instance, his ability to discriminate relevant minimal pairs. Some forms may be stored with full phonetic detail, but it seems that usage-based theories are antithetical to capturing whatever generalisations do exist.

A second area of difficulty comes from the existence of (in)correct children's forms whose appearance fails to correlate with frequency, especially where there is the further complication of U -shaped learning. For instance, at stage $5, \mathrm{Z}$ pronounced /f, v/ as alveolar plosives ([t] or [d]) postvocalically, so that heavy
appeared as ['hedix], over as ['วudə], roof as [ru:t], brief-case as ['bistteit], etc. A few items, notably hoover, never showed this replacement so there occurred examples such as: [not evirbodi: əudə husvə] - "knock everybody over (with the) hoover" where $/ \mathrm{v} /$ was replaced by [d] and maintained as [v] in the same utterance. If high-frequency words, on the one hand, and non-words with high phonotactic probability, on the other hand, are produced more accurately than low-frequency words or non-words with low phonotactic probability respectively (as suggested by e.g. Gierut et al., 1999; Zamuner et al., 2005), this would suggest that the correct pronunciation of hoover and everybody was the result of frequency effects. But it seems unlikely that over, previously pronounced as the less surprising ['วuwə], had significantly lower token frequency than the other items. Moreover, it is not obvious that usage-based theories have anything to say about the U-shaped learning curve illustrated here: it cannot be attributed to frequency in the input, and how the child's own pronunciation should affect the form is obscure.

Such difficulties for usage-based theories are reminiscent of those of the third kind: those they face when accounting for second language acquisition. Brown (2000) suggests that there are serious problems for an emergentist (usage-based) analysis of second language acquisition because of the differential success of speakers of Chinese (Mandarin), Japanese and Korean in mastering the different English contrasts $[\mathrm{f} / \mathrm{v}, \mathrm{s} / \theta, 1 / \mathrm{r}]$, none of which occurs in any of their first languages. All groups coped successfully with the [ $\mathrm{f} / \mathrm{v}]$ contrast, no group mastered the [ $\mathrm{s} / \theta]$ contrast, and only the Chinese (but not the Japanese and Koreans) mastered the [ $1 / \mathrm{r}]$ conrast. Brown's explanation for this asymmetry was based on the assumption that UG provides learners with a set of specific phonological features but that, after a critical period, the infant's ability to exploit those features disappears. The relevant feature combinations for the $[1 / r]$ contrast, for instance, occur in Mandarin but not in the other languages. Crucially, frequency of exposure seems to be irrelevant (for discussion, see Hawkins, 2008).

Despite these criticisms, I think that usage-based accounts have advantages which can be usefully adopted by other theories. MacWhinney (1999) proposes a sophisticated artificial neural network ${ }^{14}$ of a kind I shall appeal to later, with eight specific design features ${ }^{15}$ (pp. 111-12), and which is compatible with

14 Cf. also Bybee's (2001: 64) reference to "a set of neuromotor production schemas".
15 These are that the network consists of units (neurons), which are connected by unidirectional pathways. The neurons may be of three types: input, output or 'hidden', and each connection is weighted, so that a net input can be defined. Each unit has an activation level between 0 and 1, subject to stipulated thresholds and biases. Crucially, a learning rule is defined to ensure that a given input produces the correct output.
rule-based approaches. I differ from him in two respects: first, I wish to exploit such networks only for production and not for perceptual representations; ${ }^{16}$ second, his framework is a 'self-organizing feature map' (cf. Kohonen, 1982), but the self-organisation cannot be total and there must be some antecedent structure ('seeds' in Kohonen's, 1982: 62, sense) in the system if we wish to account for the uniformity found across different children. It may well be that the advantages that accrue to the use of such networks is not peculiar to usagebased theories (cf. the remarks about non-linear dynamics in section 3.5), but their introduction and exploitation should be given due credit.

### 3.5 Interim conclusions

Each of the theories discussed has putative advantages: rule-based theories are explicit and descriptively rich, but are too powerful to be interesting unless further constrained; a major advantage is their ability to handle 'puzzles' and other pushchain phenomena. Parameter-setting models are a first attempt seriously to address Plato's problem, but suffer from the same descriptive overkill as the rule-based theories they developed from. Constraint-based theories are similarly explicit and have the advantage of being able to characterise conspiracies (even if the virtue of this ability is moot) and (again like parameter-setting models) have an associated learning-theoretic algorithm; their major defects are the failure to deal adequately with opacity phenomena and the problem of how children acquire their lexical representations. Both kinds of theory make radical appeal to the innateness of the constructs exploited. This is in contrast with usage-based models that make such appeal minimal and also have the advantage of making explicit predictions about frequency effects both in the input and in production. Their main disadvantage is that the predictions seem often not to be borne out, and eschewing innateness claims may be ill-advised.

Reviewing the claims in APh in the light of these theoretical innovations suggests the need for reinterpretation at a foundational level. A major change from APh is the reorientation of the explanation of the data of productive child phonology to performance considerations rather than competence considerations, and the associated abandonment of the claim of psychological reality for the realisation rules. There I talked about "the structural pressure" of the realisation rules (p. 149) and claimed that "only the realisation rules have

[^18]real validity" (p. 205). They are valid in the sense that they derive the correct output, "whether they do so remotely in the way the child's brain effects the relationship or not" (APh pp. 137-8). That is, the validity may be not psychological but architectural, and the realisation rules can be reinterpreted as a set of constraints characterising a neural network which is causally efficacious without being cognitively represented. Once one gets to the stage where knowledge of language is neurally implemented, it is probably the case that everything is done by a neural network. The distinction I am drawing between a representational system and a neural network consists in the difference between symbolic and sub-symbolic systems, which are accessible (in principle) to conscious awareness and are sub-doxastic respectively. More tangibly (as discussed in the account below of Z's metalinguistic abilities), symbolic representations may serve as the input to further phonological processes, whereas 'neural' constructs may not. Crucially, the system allows for generalisations of both a symbolic and a sub-symbolic kind: it is not reductionist. ${ }^{17}$ The remarks about 'competence' in APh (e.g. p. 148f.) are based on too simplistic a notion of 'articulatory ability' (ibid. p. 154). Hale and Reiss's (2008) performance-oriented analysis undercuts the need to postulate psychological reality for the realisation rules. The use of distinctive features in the realisation rules is also compatible with their position, as the same set of features can be appealed to in either rules or networks. The reason there are so many realisation rules (see Gnanadesikan, 2004: 101; cf. APh 162) is presumably because they are the result of various different performance strategies to solve the production problem. Crucially, this reinterpretation means that Gnanadesikan's objection that the child has "formulated a large number of rules for which he has never received any evidence" is defanged: there are no such rules.

There are, of course, outstanding issues. If there are no output representations, what drives development? That is, what makes the neural network or its equivalent change? Does instantiation in a neural network make the same predictions about being 'rule-governed' as a rule-based system does? Is the trajectory of articulatory development the same in systems using realisation rules and networks? A final issue is whether a neural network has any coherent counterpart to the kind of rule simplification discussed in APh (e.g. p. 155) or

[^19]can replicate the effects of rule ordering. In neither case am I competent to judge though I suspect that the answer is yes in both cases.

Answers to all these questions may come from the kind of work done by Gafos and his colleagues (e.g. Gafos and Benus, 2006) exploiting the mathematics of non-linear dynamics. In this work, they develop a system linking discrete symbolic representations with the experimentally observed continuously variable constructs of pronunciation. It is not clear whether they are committed to an output representation of the kind I wish to avoid. Whatever the answer to that question, it is now time to turn to Z .

## $4 Z$ and his development

### 4.1 Family background

Zachary Voyne Smith, usually known as 'Zachary’ or 'Zak' ('Z' hereinafter), was born on 30 August 2001 in London, England, and lives in St Albans, Hertfordshire. His father, Amahl Smith, was the subject of APh, and is finance director of a grant-making charity. Except for two years in the USA he has lived and worked in Southern England and his speech approximates reasonably closely to RP. Z's mother, Anne Smith (née Bradley), was born and brought up in Ilkley, Yorkshire, and is chief executive of a small medical charity. Her speech is characteristic of educated Northern Britain: her accent is essentially similar to RP except for the use of [æ] for RP /a:/ (cf. Wells, 1990: xii). There are also some intonational and lexical differences, but these are not relevant to the present study. Both parents work part-time so that they can devote appreciable time to their children.

Z has one sibling, a younger brother Joshua, also known as 'Josh', who was born on 7 April 2004 when Z was 2 years 8 months old.

Apart from the family there has been social, including linguistic, input to Z from friends, from the local community playgroup (from age 2 years 6 months), and from nursery school (from age 3 years 5 months). No specific effects of this input are noticeable in Z's speech.

### 4.2 Data and their collection

Data were collected in much the same fashion as in APh: regular note-taking in phonetic transcription during interaction with the child from the age of 7 months, when babbling began, to 4 years, by which time the adult segmental system was essentially in place. There were 154 such sessions which have been divided for the sake of analysis into 13 'stages'. Details of the date of each session are provided on p. 128. Frequent tape-recordings were also made and used to corroborate the details of particular pronunciations. In general these recordings were not as useful as might have been hoped: Z's early phonology
was rather opaque and often only the help of the immediate context made it possible to identify what he was attempting to say. ${ }^{1}$

### 4.3 Analysis

For each 'stage' I have attempted to identify and formalise whatever regularities were apparent, estimate and justify the reason for his particular deviations from adult forms and norms, and discuss the reasons for any (lack of) systematicity. The formalisation is basically 'generative' but also uses quasi-phonemic representations and distinctive features where appropriate. I have provided frequent anecdotal examples of his speech and language as these provide an intuitive feel for the stage of development the child has reached. Detailed exemplification is provided in the diachronic lexicon (see ch. 6, section 6.3).

Z, who is right-handed, passed all the normal cognitive (smiling, reaching, exploring, finding hidden objects) and motor (sitting, standing, walking) milestones age-appropriately. He was fascinated before 1 year of age with ticking clocks, people singing, any unusual sound, and with modifications of his own 'speech' caused by talking into tubes. It follows that his hearing is good and he was clearly monitoring his own output. Standard linguistic milestones (the onset of babbling, appearance of first words and gestures, the first two-word utterances) all appeared within normal limits. However, his developing phonology was unusually limited, opaque and immature. The most striking manifestation of this was that about 50 per cent of his output was still inscrutable at age 3 years. This contrasts with expected 80 per cent intelligibility (Gibbon, 2007: 245) and borders on the pathological. The details will become apparent in the analysis below, but his lack of intelligibility was largely due to massive neutralisation caused in part by the complete absence from his production of any velars (/k, g, $\mathrm{y} /$ ) until age 3 years 4 months (cf. Stoel-Gammon, 1996), and by some unusual idiosyncratic pronunciations such as [həmp] for help. But he has ended up 'normal' and very verbal.

### 4.4 Stages of development

Stage 0: Babbling, up to first words. Age $61 / 2-131 / 2$ months.
The first systematic and identifiable babbling was recorded on 16.3.02 ( $61 / 2$ months) though parental report indicates that babbling had started one or two days previously, and squealing and cooing had been observed for some weeks before this. The babbling was usually of the form: (V)CVCV, where V was

[^20][a], but occasionally [e] or [i]; and C included: labials, labio-velars, dentals, one or two velars, a variety of (inconsistent) combinations - both coarticulated and sequential; but especially labio-dental frictionless continuants. Similar babbling continued intermittently, with an increase in the incidence of alveolars and bilabials to 7 months. The first laterals in babbling, [lala], and more bilabial nasals, [mama], occurred around $7-7 \frac{1}{2}$ months. At $101 / 2$ months his babbling was somewhat clearer and more consistently disyllabic; with more alveolars (especially $[\mathrm{n}, \mathrm{t}, \mathrm{d}]$ ) to add to his previous, maintained, repertoire. By $103 / 4$ months his babbling included frequent nasally released velar plosives, as well as [edzedze], [nana], etc. There was some use of various different articulations and phonation types (ingressive and egressive) to differentiate hunger, the desire to be picked up, to go somewhere, to indicate pain or the desire for X , but it was too unsystematic to make interpretation reliable. By 11 months his babbling showed considerable reduplication [mama, nana, tata, dada, edz'edz'e] with occasional trisyllabic [mamama] and frequent quadrisyllabic [dadadada] examples. He was now beginning occasionally to show alteration in the place of articulation: [manana], and sporadic labio-dental nasals [mama] and frictionless continuants [vava]. There was some vowel variation: [nenє], and even the odd diphthong, [ao, ?aom, ? $\varepsilon u$ ] etc. Final $[\mathrm{m}]$ tended to be unreleased, and the attack was very strong, and clearly glottal. He still had many nasally exploded velar plosives. Prosodically he mainly had trochees, with the first syllable usually stressed and higher pitched, giving a down-stepped sequence [mámamà]. He also had a lot of whispered bilabial percussives, occasional alveolar whispered clicks, etc. There was a great deal of practice of laryngeal control - sounding as though he was straining - and perhaps non-pulmonic (egressive and, rarely, ingressive) air-stream mechanisms, with an occasional pharyngeal component, and with the sound modulated by different lip configurations.

His understanding and early production of lexical items of the language overlapped with his babbling. By 7 months he gave clear evidence of identifying the referent of Grandma, Grandpa, Zachary, Daddy, and Horace (the grandfather clock). He was generally very responsive, and was consistently amused and pleased at being addressed as 'Zachary Voyne Smith', or at my starting to sing 'The Grand Old Duke of York'. By $101 / 2$ months he obviously understood a variety of words: ${ }^{2}$ teddy bear, piano, Horace, give ..., as well as

[^21]kin terms, and gestures. For instance, when asked - without my looking at it or indicating where it was - "Where is your teddy bear?", he immediately looked round for it, went to fetch it and handed it to me, and continued by playing 'give and take'. There may also have been an incipient deictic [de]. It was at this period that he showed most marked fascination with the sound of my watch held against his ear, the grandfather clock, and especially the variation in his voice provided by phonating into tubes, bottle lids, and so on: anything that distorted the normal sound. He was very sensitive to sound variation of any kind, and was particularly pleased if I imitated his babble and made funny noises (lip trills, clicks, etc.)

By 13-13½ months he was using [bah] for 'bye-bye' fairly consistently, while babbling continued with many nasals [ $\mathrm{m}, \mathrm{n}, \mathrm{n}$ ] and the occasional nasally exploded velar. Based on his ability to retrieve, identify and play with them, he clearly understood a large number of words, (penguin, teddy, alligator, globe, telephone, etc.). His hand-eye coordination, e.g. putting a key in a lock or (obsessively) putting a cassette in a tape-recorder, was becoming excellent. By the beginning of stage 1 [baba] or [bæbæ] were consistently used for 'bye-bye' and also for the disappearance of anything and everything. He also used [wowo] consistently for 'dog'. His pronunciation of this word was usually whispered or sotto voce, and the [w] was strongly rounded, but the intention was unambiguous. His real phonology was beginning.

Stage 1: Sessions $1-10$. Age $141 / 2-22$ months. Up to but excluding his first two-word utterance. In fact, session 1 consisted of some 5 minisessions, session 2 of 2 mini-sessions. The longest gap between minisessions was approximately one month.

At 15 months his productive language was still minimal, but his ability to communicate was impressive, as suggested by the following episode. He loved the Times Atlas (it is huge). One day, he pointed to a door and, when I didn't respond, took my finger, pulled me out of the armchair, led me through the next room, into a second room, pointed at the door to a third room - which I opened - and then pointed up at the Times Atlas on a high shelf. When I deliberately didn't do anything, he turned round, sat down and patted the floor, so that I got the book down and opened it for him. When I put it away, saying "bye-bye book", he repeated [ba ba bu]. He did this a couple of times and, perhaps, [bu] occurred once or twice in isolation for book.

By 16 months he consistently used [da] (low rise fall) for 'dangerous', and ['ho: 'ho:] for 'huge'. [da] or [dæ:] (slow rise fall, with worried look and voice quality) were frequent over the following weeks and appeared to mean
'potentially hurtful'. 'Bye-bye' ['bæ 'bæ] was common and appropriate. It may have been in minimal contrast with [baba] for 'Grandpa', though this may just have been wishful thinking. He used a general egressive air-stream mechanism (breathy voice) for 'hot'.

By 17 months he was using [mər] for 'more' (in requests for 'more milk', 'more cherries', etc.). At the same time babbling continued with a wider range of sounds, including voiceless fricatives ([s]), and he appeared to be experimenting with a variety of intonational contours.

By session 2 ( $181 / 2$ months) his use of gestures had become quite complex. In a situation where he knew he was not allowed to do something (e.g. hold a knife), he would point to himself, shake his head, then point to (e.g.) me and nod his head with enthusiastic (but opaque) vocalisation, conveying reasonably unambiguously the message: "I'm not allowed to do this, but you are." His understanding of adult lexical items was likewise good: helping me make a cake in the kitchen, he unerringly fetched from the correct place (when requested to): butter (from the fridge in the next room); sugar (from the cupboard in the next room); the essence (from the correct drawer in the kitchen); a spatula (from a different drawer in the same chest); the flour (from a different cupboard in the kitchen); the eggs (from a different fridge); dried fruit (from a different cupboard). He also correctly anticipated my need for sundry items such as an oven glove and the mixer. This last was indicated with an appropriate imitative sound (prolonged voiced bilabial fricative) and associated hand movements - both hands pointing in and down at an angle, simulating the movement of the twin beaters in his toy mixer: that is, he used his gesture, not an ad hoc imitation of my mixer. There was no obvious attempt at this stage to integrate the signs into 'sentences', but his parents reported the combination of the sign for 'mixer' and the word for 'bread' - [dor].

His vocabulary was too small and the system too limited to make it worthwhile formulating a set of rules or constraints, but the diachronic lexicon provides plenty of data. It may well be that "an incipient phonological system can be identified within the single word period, and that it can be seen to emerge out of phonetic structure" (Vihman and Velleman, 2000a: 305) but the detail required for explicit and exhaustive rules is still inadequate. As Stoel-Gammon and Sosa (2007: 247) put it, "an attempt to use a set of realization rules to describe the productions of a younger child in the very earliest stages of language acquisition would not be an easy task". However, it does make sense to attempt the beginnings of a phonological analysis in terms of the syllable structures he used and the inventory of segments that were under reasonably systematic (productive) control. If I am right about the child not having his own system (see above), and if Hale and Reiss (2008) are right in
their reanalysis of the subset principle ("interpreted as a requirement of maximal specificity in initial representations", p. 95) then it may well be that this inventory has no status. None the less it gives an intuitive feel for the child's developing performance and a useful base for reanalysis by those who disagree. That it should have no bearing on his competence is surprising and correspondingly important if true.

In sessions 1 and 2 his syllable structure was essentially limited to CV(CV) and the inventory of segments comprised the consonants: $[\mathrm{b}, \mathrm{d}, \mathrm{m}, \mathrm{h}, \mathrm{w}]$ and the vowels: $[æ, \partial, o, u, ~ э ı]$. By sessions 3 and 4 he had added [s, n] and [i] and there were one or two instances of CVC. By session 5 ( $201 / 2$ months) he had added [au] and shown some phonetic variation (e.g. [ $\theta$ ] in 'scissors'), but otherwise his segmental phonology was much the same. The major change was in the complexity of the intonation contours over babbled strings and (probably) the range of variation in the babbled vowels. It felt very much as if he was practising his intonation. A clear example of such practice occurred just after the end of the first stage when, at $221 / 2$ months, he had a long night-time soliloquy, apparently practising: [dæ:] (low to high, many times); [dædædædæ] (low-high-low-low); lots of babbled sequences, mainly variegated but some of them canonical, up to 7 or 8 syllables in length - e.g. [dænədæmə], [mæmæ], [həum], [henæ]. Patterns included: CV, VC, CVC, CVCV, VCV; intonational sequences of LH, LHLL, HLHLLL, and so on. The range of consonants excluded velars, but included frequent bilabials, alveolars and glottals.

Apart from this the later sessions of stage 1 were mainly characterised by an increase in phonetic variation (with such examples as [siz] for 'scissors' and [Jш®] for 'shears' (session 7); [hu:və] for 'hoover'; the appearance of diphthongs (e.g. [heĩ] for 'honey', session 9), and so on. By the end of the stage the consonant 'system' comprised [b, d, m, n, s, h, w] and the vowel 'system' consisted of [i, æ, $u, \partial, \partial \mathbf{i}, o, e i, a u]$, though the contrastive status of [o/u] was moot and differences of length were inconsistent. I have put 'system' in scare quotes for two reasons: first, it was often not at all obvious whether two sounds were intended to be the same or different (allophonic or phonemic variation in traditional terms); second, one of the main conclusions of this study, as of APh , is that the child does not have his own system but merely converts the adult representations into something pronounceable but not 'represented'. I return to the issue in chapter 5.

Stage 2: Sessions 11-17. Age 22 months up to his second birthday (30 August 2003).

Session 11 saw his first two-word utterance: [dəu həum] - go home. This was commentary on - or confirmation of - my observation that we had to go home; i.e.
it was not an order. First he said it on two intonation groups in quick succession: [dəu] + [həum], each on a slow rise fall; then he said it again [dəu həum] with a rise on [dəu] and a rise fall on [həum], sounding like a single utterance. A minute or two later he volunteered [dəu həum] followed by [brrm], where [brrm] (voiced bilabial plosive followed by a voiced bilabial trill) was his 'word' for car. In this case [dəu həum] was definitely a unit (low + rise fall) and [brrm] was on a low fall. There had for some time been examples where Z integrated gestures into his sentences (I take it that [brrm] was a kind of 'gesture'), and he had many manual ones, as documented at the end of the 'diachronic lexicon'. ${ }^{3}$

His phonological repertoire was largely unchanged from stage 1. Syllable structure was overwhelmingly CV, but CVC - where the coda consonant was [m] - occurred regularly in e.g. home ([həum]), bang ([bæm]), Mum ([məm]); and Dad occurred once as [dæd]. The inventory of consonantal segments which occurred sufficiently regularly to give rise to systematically identifiable words was: $[\mathrm{b}, \mathrm{d}, \mathrm{m}, \mathrm{n}, \mathrm{l}, \mathrm{h}, \mathrm{w},(\mathrm{s})]$. Of these, [ s$]$ occurred consistently only in snake ([si]) and scissors ([sis]). [w] was rare initially, but occurred in e.g. to wind ([wæ:]). The one new addition was [1] as in ['lælæ] (teddy bear).

The inventory of vocalic segments was much less easy to characterise, but
 were systematically contrastive was unclear - probably $\mid \mathrm{i}, \mathrm{i}, ~ \mathrm{u}, \mathrm{u}, ~ \supset, ~ \supset \mathbf{~}, ~ æ, ~ ə, ~$ $\partial u, \mathrm{au} \mid .{ }^{4}$ In addition, there were examples like [æ:] (on a long falling tone) for $c a t$, and [wo:/ $\mathrm{pu}:$ ] for $d o g$, that fell outside the system proper. That is, diphthongs were becoming established and a length/quality contrast seemed to be appearing even if it was not properly controlled.

The following sets of vowels ([ei/eĩ]; [iz/i]; [ऽ:/or]; [u/us/ə]) probably encoded minimal contrasts, but the vocabulary was still too restricted to be confident. For instance, nasalisation was restricted to one example, [heĩ] 'honey', and the [e] in [hei] was slightly more open than that in [heĩ].

| $[$ hei $]$ | - helicopter, Helen; | $[$ heî $]$ | - honey |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\left[\mathrm{i}^{\mathrm{n}}\right]$ | - in | $[\mathrm{di}]$ | - dig |  |  |
| $[\mathrm{mos}]$ | - more | $[\mathrm{mo:}]$ | - mower |  |  |
| $[\mathrm{bu}]$ | - book | $[$ 'hu:wə] | -hoover | [həum] | -home |

3 Cf. Goldin-Meadow's (1999) observation that the use of gestures with words predates multi-word utterances.
4 The use of pipes to indicate elements of the child's system is problematic if, as is claimed, the child has no system of its own. For discussion, see chapter 5.

Stage 3: Sessions 18-31. Age 24-6 months.
This was the last stage when the data collected and analysed came from a period prior to that when I started the investigation of A. Even at the end of this stage Z himself was very hard to understand, but he was keen to communicate and throughout the stage gradually expanded his phonetic repertoire. He practised all sorts of sounds, including on an ingressive air-stream mechanism, and produced a plethora of sub-linguistic noises - [e, e, ẽ, ẽ, a, a, a ...] and lateral clicks - apparently for fun. He still had long 'conversations', rehearsing what he had seen or been told; especially with juxtapositions of positive and negative for pairs of people doing different things. He also began to attempt to imitate individual words in a way he used not to, providing various sounds and sound sequences, but when he tried to pronounce screwdriver and flapjack the results were indecipherable. He also began using alternate pronunciations - either in play or in practice, as in: ['h $\wedge$ nir] / [h $\Lambda^{\prime}$ nir $]$ for honey.

He frequently produced utterances containing sequences of [ha] or [hã] with some consistent intonation patterns, and apparent dialogues with himself, but little penetrable content. More puzzlingly, for some months one of the most characteristic aspects of his speech was the use of [hæ] (often nasalised, and with some other phonetic variation) as a kind of dummy auxiliary (or just a filler syllable) as seen in the examples in (1), taken from some seventy recorded in this stage. The translations 'yes', 'have', etc. represent my attempt to provide an interpretation of his utterances. Fortunately the context usually made it clear roughly what was intended. The numbers in parentheses identify the session in which the utterance was recorded:

| 1. | [hæ̃ 'dæda:] | - yes, Grandpa $\{=$ Grandpa can do it $\}$ (19) |
| :---: | :---: | :---: |
|  | [ivu: di hẽ] | - big spade yes \{said with a happy smile as he picked up my spade and started digging with it\} (20) |
|  | [bil hæ] | - build have $\{=$ "let's do some building", on picking up a building toys (21) |
|  | [nəu bo: hæ] | - no ball has $\{=$ it doesn't have a ball in $\}$ (22) |
|  | [dæ məmi: hã] | It's Mummy and Daddy \{pointing to the relevant picture $\}$ (23) |
|  | [nəu hæ] | - No \{response to "Did you bring your slippers?"\} (24) |
|  | [dædi: hz] | - Grandpa is $\{=$ You're called 'Grandpa'\} (25) |
|  | [dəu au hæ] | - go out $\{=$ let's go out $\}$ (26) |
|  | [ræma ha] | - Grandma \{response to "Can you say ‘Grandma'?"\} (26) |
|  | [bo bijo bu: he] | - (they're) Bob the Builder boots \{putting them on\} (27) |
|  | [bemis he] | - penguin $\mathrm{h} \varepsilon$ \{In reply to "Who made that noise?" the penguin did\} (28) |


| $[$ [æ ni: hæ] | - I (want to be on your) knee (29) |
| :--- | :--- |
| [u: bo bijə ræma hæ] | - big Bob the Builder Grandma $\{=$ The big Bob the |
|  | $\quad$ Builder toy came from Grandma\} (30) |
| [in ə bo? ha] | - in the box \{reply to 'where's Tigger?'\} (31) |

More transparently, he now used $[\mathfrak{(}(\mathrm{s})$ ] for himself fairly consistently and began to display some metalinguistic (and arithmetic) ability, as exemplified in the dialogue in (2), prompted by my puzzlement at his using different onsets for Grandma (['ræma]) and Grandpa (['dæmba:]):
2.

| NS | Can you say Grandpa? | Z | $-[$ nəu $]$ |
| :--- | :--- | :--- | :--- |
| NS | Can you say 'no'? | Z | $-[$ nəu nəu $]$ |
| NS | Can you say 'no no'? | Z | $-[$ nəu nəu nəu $]$ |
| NS | Can you say 'no no no'? | Z | $-[$ nəu nəu nəu nəu $]$ |
| NS | Can you say 'no no no no'? | Z | $-[$ nəu $]$ (vehemently) |

There are still inadequate data to write formal rules, but it is appropriate to give some indication of the general properties of his output. Syllable structure is still overwhelmingly CV(C), with a few examples of V and (C)VV. Only monosyllabic and disyllabic forms occurred. Disyllabic words - CVCV, CVCVC, CVCCVC, etc. were all stress initial with the single exception of aeroplane ([ $\varepsilon^{\prime}$ 'bein]). Unstressed syllables were frequently omitted but not systematically. Of the approximately 44 adult disyllabic and polysyllabic words (types, not tokens) identifiably attempted, 33 were rendered as disyllables and only 11 lost one or more syllables. Of these, one (screwdriver) was produced as a disyllable (['du:da:]) and four had disyllabic variants (e.g. garden was pronounced as both [da:] and ['da:hə]). Only one item (away) lost its initial syllable. Three adult monosyllables were perhaps realised as disyllables (green, horse, huge) ${ }^{5}$ but the status of all these is vexed.

The inventory of consonants was largely unchanged from stage $2[b, d, m$, $\mathrm{n}, 1, \mathrm{~h}, \mathrm{w},(\mathrm{s})]$ with the addition during the stage of $[\mathrm{r}, \mathrm{j}, ~ ?]$. All of these occurred syllable initially and all except $[\mathrm{b}, \mathrm{r}, ~ ?]$ occurred medially. Coda consonants were restricted to $[\mathrm{m}]$ (e.g. [həum] - home), and [?] ${ }^{6}$ (e.g. [bっ?] - pot), except for one instance of [p] in [dip] (drip); and one instance of final [1] in [lælæl] 'teddy'. [j] occurred only intervocalically - so might be best treated as a transitional element, but there was a consistent contrast (probably one versus two syllables) between ['bijə] - builder (in Bob the Builder) and [diə] dear (in Oh dear).

[^22]Velars never occurred in initial or medial position (cf. e.g. [dəu] for go, [d $\wedge \mathrm{m}$ ] for come), and the unreleased final $[k]$ which apeared sporadically was in free variation with [?] or, more frequently, zero. [?] was postvocalic only and usually derived from $/ t /$, though in session 26 there were a couple of examples where final [?] appeared for $/ \mathrm{g}, \mathrm{k}(\mathrm{s}) /$ (pig, box). [s] was marginal, occurring extra-systemically in imitations such as [sı] for snake. There was also sporadic use of [ç], mainly on imitation, with sand appearing as all of [çen], [s\&n], [h\&n] and [ $\left.\mathrm{d}^{\mathrm{j}} \varepsilon\right]$. There were sporadic attempts at other consonants (e.g. [ç, $\left.\mathrm{d}^{\mathrm{Z}}\right]$, but nothing consistent).
 ei, au, ə] but most of these were not under phonological control. At best, $[i, i, u$, $u_{i}, \supset, \supset \mathbf{\imath}, æ, \partial, \partial u$, au, iə] were contrastive. There were also occasional examples of a nasal offglide, as in $\left[\mathrm{d} \varepsilon^{\mathrm{n}}\right.$ ] for 'tent'.

Stage 4: Sessions 32-40. Age 26-7 months: i.e. starting where I began with A - 2 years 60 days.

Z's general linguistic development can be gauged from the syntactic fact that the first subordinate clauses appeared at this stage.

The syllable structures used were: V, CV, CVC, VC, CVCV, CVCCV. The only consonant sequences that occurred consistently in examples of CVCCV were [-mb-] and [-nd-]. Despite the existence of CVC, about a third of adult CVC syllables were realised as CV. There were 158 words (types not tokens) ending in a consonant, of which 104 had a consonant in Z's production and 54 had no consonant. These figures probably underestimate the amount of deletion, as many of the words Z uttered were indecipherable, in part precisely because they lacked final consonants. Moreover, there were many examples where the same word appeared either with or without a final consonant (back, down, hold, out, spoon, Zak, etc.). In words containing a syllable of the form CVCC, the final consonant was often lost and the pre-final one retained (band, leaves, round, want) or vice versa (hold), or both were lost (drink); some disyllables of the adult form CVC. CVC showed up as CVC.CV (flapjack, penguin); and many words were produced with a final glottal stop, corresponding to any of a range of final adult consonants (duck, glove, knot, want, etc.). There seemed to be no articulatory or acoustic basis for determining which words lost coda consonants, as consonants of all places and manners of articulation were sometimes lost and sometimes preserved.

The inventory of consonants in Z's output was:

| Syllable initial: | $[\mathrm{b}, \mathrm{d}, \mathrm{m}, \mathrm{n}, \mathrm{w}, \mathrm{l}, \mathrm{r}, \mathrm{j}, \mathrm{f}, \mathrm{s}, \mathrm{z}, \mathrm{h}]$ |
| :--- | :--- |
| Syllable final: | $[\mathrm{p}, \mathrm{t}, \mathrm{m}, \mathrm{n}, \mathrm{l}, \mathrm{f}, \mathrm{z}), \mathrm{?}]$ with the addition of $[\mathrm{b}, \mathrm{d}, \mathrm{v}, \mathrm{z}]$ |
|  | by the end of the stage. There were also one or two |

random occurrences of other phones：initially $\left[\int, \theta\right]$ ；finally $\left[\mathrm{v}^{\mathrm{z}}, \mathrm{k}\right]$ ．Final $\left[\mathrm{v}^{\mathrm{z}}\right]$ may have been the first sign of（correct）plural formation．The major change for this stage was the systematic appearance of the fricatives［f，s，z］．For instance， jigsaw was［＇dido：］at the beginning of the stage and later became［＇di？so：］．It is important to empha－ sise that the presence of the pairs $[\mathrm{p}, \mathrm{b}],[\mathrm{t}, \mathrm{d}],[\mathrm{s}, \mathrm{z}]$ does not imply that these were phonologically con－ trastive．Rather they were in allophonic or free variation as can be inferred from the rules below．
 Again，not all of these were phonologically contrastive：most，in particular the pairs［æ／a：］，［o：／u：］，［ $\mathrm{\rho} / \Lambda],[æ / \varepsilon]$ ，were hard to differentiate out of context．It has been plausibly suggested（e．g．Nazzi，2005）that consonants are more crucial than vowels for the acquisition of lexical items（but cf．Mani and Plunkett， 2007）．This perhaps justifies to some extent the concentration on consonantal phenomena in the rules formalised below．

At the same age，A had a simpler system｜b，d，g，m，n，y，w，l｜with comparable allophonic variation，but he was generally easier to understand， partly because of the presence of velars，partly because his pronunciation was more consistent．

For Z，stress was usually initial，but one or two words were consistently iambic（e．g．［mo＇mo］－remote（control）for the garage door；and，when exasperated，he called me［dæm＇ba：］）．Intonation was largely appropriate．An example showing a contrast between mid rise and mid fall is provided by the pair of utterances from session 39：［dっp rein，meibì æ dəu aut hæ f $\wedge \mathrm{n}$ ］－stop rain，maybe I go out have fun（＂If it stops raining maybe I＇ll go out and have fun＂）and［dop rein，bei aut］－stop rain，play out（＂It＇s stopped raining，let＇s play outside＂）．The first of these was his spontaneous remark on my observing that it was still raining and［dっp rein］occurred on a mid rise；the second［dっp rein］ which occurred on a mid fall was part of his first utterance when he saw me the next morning．

Although Z still produced a high proportion of opaque examples，it is now feasible to begin formulating a set of explicit rules to characterise his output．The numbers on the rules below do not encode any ordering relation：as discussed below，extrinsic rule ordering can almost certainly be dispensed with；so they simply provide a convenient means of referring to diachronic development．I have
put deletion rules first (syllable deletion, then segment deletion), followed by neutralisation rules, followed by minor modifications.

At earlier stages up to a quarter of unstressed syllables had been omitted, and although syllable omission was still noticeable only a smaller proportion now disappeared. Of 73 disyllables (types not tokens), 63 remained disyllabic in Z's production and 10 were reduced to a monosyllable. Of these 63, 3 had an initial unstressed syllable (away, idea, undone); of the 10 reduced forms 3 (away, today, without) lost an initial syllable, and 7 a non-initial syllable (garden, Grandpa, scissors, sitting, tickle, tortoise and zebra). There was no obvious reason determining why some disyllables were preserved and others reduced. Of the preserved disyllables 27 ended in a schwa [ 2 ], 16 ended in a short vowel followed by a consonant, 12 ended in [ii] and 8 in a long vowel. All of these possibilities also featured among the words which lost a syllable. Of 10 trisyllabic and quadrisyllabic items, 7 became disyllables (another, apricot, banana, computer, harvester, screwdriver and Zachary) and 3 (aeroplane, helicopter and screwdriver) retained their syllabic structure. Three of the seven lost an initial unstressed syllable (another, banana, computer). ${ }^{7}$ Two trisyllabic items (crocodile, elephant) were reduced to a single syllable. These tendencies can be captured by the following rules.

R1. $\quad \sigma \rightarrow \varnothing /[-\overline{\text { stress }}]$
Unstressed syllables are (selectively) deleted. This rule was lexically restricted to a subset of the items it could affect. Only the development at stage 6 (q.v.) indicates that it merits explicit formalisation.

R2. $\quad[+ \text { consonantal] } \rightarrow \varnothing / \ldots]_{\sigma}$
Syllable-final consonants are deleted. As indicated above, this rule too was lexically restricted to a subset of the items it could affect. All consonants of the adult language that can appear in coda position (i.e. excluding /w, r, j, h/) and whose reflexes were in his repertoire both appeared and failed to appear in coda position in particular examples.

R3. $/ \mathrm{s} / \rightarrow \varnothing / \ldots C_{[- \text {sonorant }]}$
/s/ is omitted before non-sonorant consonants: plaster, screwdriver, spanner, spider, spoon, stay, etc. The restriction to non-sonorants became more obvious later but, at the current stage, is illustrated by slowly - ['səuli:] and sleep - [dirp]. This rule is essentially exceptionless.

7 Banana was anomalous in preserving its initial consonant.

R4. $\quad \mathrm{C}_{[+ \text {sonorant }]} \rightarrow \varnothing / \mathrm{C}$ $\qquad$
Post-consonantal sonorants (/w, r, 1, j/) were omitted: Grandpa, broom, clean, new, plate, tree, fly, bring, grass, black, zebra. This rule too was essentially exceptionless with the possible exception of throw, which behaved intermittently differently from three and through.

R5. $\quad[- \text { coronal, }- \text { anterior }]^{8} \rightarrow[+$ coronal, + anterior $]$
Velars are replaced by alveolars. Although some unreleased final velars appeared briefly (Muck, pig, duck), in general velars were replaced by coronals or a glottal stop (go, going, echo, bring, key, wrong; bucket, box, lock, monkey). As formalised, the rule fails to accommodate the glottal variant. This is attributed to a general process reducing structure (see de Lacy, 2006: 356 for discussion) of the kind seen in (3) below. ${ }^{9}$ Some support for this suggestion comes from the fact that final /t/ also appeared either as [t] or as [?] (hot, shut, gate, bit, cot, hurt), and sporadically, final/p/ likewise appeared as [?] (cup). For further discussion see the account of R5 at the next stage, stage 5 .


Although there were examples of voiced and voiceless consonants in Z's output, the adult voicing contrast was neutralised so that e.g. digger and Tigger or tree and key were indistinguishable out of context. In conformity with the treatment of A, I have represented this as a rule making all segments voiced. Phonetically the distribution was typically for obstruent consonants to be voiced or voiceless lenis initially, fully voiced medially, and voiceless (fortis or lenis) finally.

R6. [+segment] $\rightarrow$ [+voiced]
All segments are phonologically voiced.
If there is no significant distinction between my earlier realisation rules and phonetic detail rules, it would be appropriate to map directly from the adult form to Z's pronunciation. This mapping would need to encode the fact that in initial

[^23]position all of $/ \mathrm{t}, \mathrm{d}, \mathrm{k}, \mathrm{g}, \mathrm{d} \mathbf{Z} /{ }^{10}$ surfaced as [d] or [d] and $/ \mathrm{p}, \mathrm{b} /$ surfaced as [b] or [b]; medially (with one or two exceptions) the voiced equivalents [d, b] appeared, whilst finally all of $[t, d, ?],\left[p, b, p{ }^{\urcorner}, ?\right]$ and $[k]$ appeared but, with one exception, the fully voiced $[\mathrm{b}, \mathrm{d}]$ never occurred finally. The exception was light which appeared once as [leid] in the utterance [leid on] - "(turn the) light on" where the effect of the following vowel is probably crucial. Similarly, unreleased $\left[\mathrm{p}^{`}\right]$, $[\mathrm{k}]$ appeared only for $/ \mathrm{p} /$ and $/ \mathrm{k} /$ respectively; and while zero showed up for all obstruents (presumably as a result of R2), [?] appeared for all of $/ \mathrm{p}, \mathrm{t}, \mathrm{k}, \mathrm{t} \mathrm{f} /$ but never for $/ \mathrm{b}, \mathrm{g}, \mathrm{d} 3 /$. It occurred once for $/ \mathrm{d} /$ in bread ( $[\mathrm{b} \boldsymbol{\mathrm { L }} \mathrm{T}]$ but I take this to be a performance error. That is, despite the massive neutralisation in output, which superficially might seem to militate against the claim that the child's representations were in terms of the adult system, it looks as if the influence of the adult lexicon is pervasive. A formalisation of these tendencies would be to replace R6 by R6a-c:

$\begin{array}{lllll}\text { R6a. } & {[+ \text { consonantal, }- \text { sonorant }]} & \rightarrow & {[+ \text { voice, } \pm \text { spread }]^{11}} & / \# \\ \text { R6b. } & {[+ \text { consonantal }]} & \rightarrow & {[+ \text { voice }]} & / V \_\_ \\ \text {R6c. } & {[+ \text { consonantal, }- \text { sonorant }]} & \rightarrow & {[- \text { voice }, \pm \text { spread }]} & / \ldots \ldots\end{array}$
Consonants are voiced lenis initially (R6a), fully voiced medially (R6b), and voiceless finally (R6c).

As is clear from the exemplification in the previous paragraph, there was further neutralisation of coronal contrasts in the adult language. At the beginning of the stage all coronal obstruents were neutralised as $[\mathrm{t} / \mathrm{d} / \mathrm{d}]$. During the stage, Z's pronunciation developed such that the strident continuant coronals $/ \mathrm{s}, \mathrm{z}, \mathrm{J} /$ neutralised to $[\mathrm{s} / \mathrm{z} / \mathrm{z}]$ (again with no contrast of voicing), cf. e.g. sharp, shut, sit, see; zebra, Zak, ${ }^{12}$ and all the remaining non-sonorant coronals $/ \mathrm{t}, \mathrm{d}, \mathrm{t}$, $\mathrm{d} 3, \theta, \mathrm{\delta} /$ still surfaced as [t, d, d] , as exemplified by cheese, digger, jump, jigsaw, measure, watch, jeep, throw. (See also the alternation with R9 below - measure becomes first ['meijə] then ['mædæ].)

The more general, earlier, form of the rule would be as in R7; the later form would be as in $\mathrm{R} 7 \mathrm{a}-\mathrm{c}$, where the complexity arises because there is no obvious natural class to characterise the set $\{/ \mathrm{t}, \mathrm{d}, \mathrm{t}\}, \mathrm{d} 3, \theta, \mathrm{\delta} /\}$, hence R 7 b deals with $/ \theta$, $\mathrm{d} /$, and R 7 c with the remainder $/ \mathrm{t}, \mathrm{d}, \mathrm{t} \mathrm{f}, \mathrm{d}_{3} /$ :

[^24]R7. $\quad[+$ coronal, - sonorant $] \rightarrow[- \text { delayed release, }- \text { strident, }- \text { continuant }]^{13}$
Coronals are neutralised to $[\mathrm{t} / \mathrm{d}]$.
R7a. [+coronal, +strident, +continuant] $\rightarrow$ [+anterior]
R7b. [+coronal, -sonorant, -strident, +continuant] $\rightarrow$ [-continuant]
R7c. [+coronal, -continuant] $\rightarrow$ [-delayed release]
$/ \mathrm{s}, \mathrm{z}, \mathrm{f} /$ are neutralised to $[\mathrm{s} / \mathrm{z} / \mathrm{z}]$ (R7a); / $\theta$, $\mathrm{\delta} /$ are realised as $[\mathrm{t} / \mathrm{d}]$ (R7b), and $/ \mathrm{t}, \mathrm{d}$, $\mathrm{t} \int, \mathrm{d}_{3} /$ are neutralised to $[\mathrm{t}, \mathrm{d}, \mathrm{d}]$ ( R 7 c ).

Even R7 (and its variants) does not exhaust the cases of neutralisation to [t/d/d] in Z's output. Although he had previously produced examples like over and roof roughly correctly (as ['วuwə] and [rus(f)]), from session 37 he began to replace non-initial /f, v/ with [t/d], pronouncing these examples as ['วudə] and [ru:t]. The process was sporadic and never applied to some common examples like hoover but, as will be seen below, it extended to a much wider range of items during the next stage. Accordingly we have the lexically restricted process given in R8:

R8. [+anterior, -coronal, +continuant] $\rightarrow$ [+coronal, -continuant]/V $\qquad$
$/ \mathrm{f}, \mathrm{v} /$ are realised as $[\mathrm{t}, \mathrm{d}]$.
It is tempting to see R 8 as a generalisation of the coronalisation of velars (R5) and the neutralisation of coronals (R7), but the rule seems too idiosyncratic for this to be plausible. For some discussion see stage 6 below when the rule had more general application.

There were a number of other processes that applied inconsistently or to ill-defined sub-parts of Z's lexicon. The most frequent of these are summarised in the following statements ('rule' is perhaps too strong a term).

Intervocalic consonants tend to be replaced by [j]. Examples include Builder, mixer, digger, Pilchard, Tigger, pillow, hello, lorry, helicopter. The replacement was not entirely consistent even for these examples (cf. e.g. hello), and there were just as many examples where the rule did not apply: muddy, water, buggy, Daddy, measure, butter, plaster, lizard, all of which surfaced with intervocalic /d/ or, with digger and curtain, with zero. There seemed to be a correlation between the quality of the vowel and the incidence of this rule: [j] occurred predominantly after [i, e] and not after [ $\Lambda, \mathrm{o}_{\mathrm{i}}, \mathrm{\partial}_{\mathrm{i}}$, a:], with only one or two problematic examples. This may indicate that the [j] was simply a transitional

[^25]glide, a possibility reinforced by the fact that $/ \mathrm{j}$ / was not established for some time after this stage. The rule can be formulated as R9:

R9. [+consonantal] $\rightarrow$ [-consonantal, +sonorant, -nasal, -lateral, +coronal]/
V V
Medial consonants are realised as [j].
R7b above converts / $\mathbf{\delta} /$ to [d], but intervocalically / $\mathbf{\delta} /$ was frequently deleted (e.g. other), and throughout the study / $\delta /$ was systematically deleted in initial position, where it marks functional categories (see ch. 1 above). This deletion is effected by R10, which, however, ignores both the initial/medial difference and the optionality of the process in medial position:

R10. [+coronal, -sonorant, +voice, -strident, +continuant] $\rightarrow \varnothing$ /__ V
/ठ/ was deleted prevocalically.
R8 above optionally converts $/ \mathrm{v} /$ to [d] but, if this strategy was not adopted, /v/ surfaced as [w] - see e.g. over, hoover. This is effected by R11a:

R11a. [+consonantal, -sonorant, +continuant, -coronal, +anterior, +voice] $\rightarrow$ [+sonorant] / V $\qquad$
/v/ becomes [w] postvocalically.
In fact there was also at least one occurrence of /r/ surfacing as [w] (rain became [rein] or wein]), suggesting that R11 should be modified to include $/ \mathrm{r} /$. As $\{/ \mathrm{v}, \mathrm{r} /\}$ cannot be stated as a natural class except disjunctively, and as the environment is anyway different, I just add R11b:

R11b. [+sonorant, +coronal, -nasal, -lateral] $\rightarrow$ [-consonantal] /__ V
/r/ becomes [w] prevocalically.
Postvocalic /nd/ tends to [n] (e.g. under, candle, band, stand, hand, round) with /d/ preserved only rarely (hand, round).This is captured by R12, which might be simplified by the omission of [+voice] if the lone example want pronounced as [won] is significant:

R12. [+consonantal, -sonorant, +coronal, +anterior, +voice] $\rightarrow$ Ø / [+nasal] $\qquad$ $/ \mathrm{nd} /$ simplifies to [ n ].

There is a residue of examples which are not accommodated by any of the foregoing. Unlike A, Z appeared not to use consonant harmony systematically, but there were some isolated examples: bang, bin, mud, remote. It is important to distinguish consonant harmony as a process from the superficial appearance of harmony induced by neutralisation rules. For A the pronunciation $[\mathrm{g} \Lambda \mathrm{k}]$ for
duck was the result of harmony to the velar $/ \mathrm{k} /$; for Z the pronunciation [ $\mathrm{d} \Lambda \mathrm{t}$ ] for duck was due simply to the replacement of all velars by a coronal, irrespective of the environment. Apart from these cases of putative harmony, there were a few pronunciations which were fairly consistent but with insufficient examples to establish rule-governed status: hoover, honey, helicopter, snake; there were many idiosyncratic occurrences both of individual words: green, blue, huge, teddy, banana, screwdriver, flapjack, sugar, apricot, penguin, throw, etc. and of [hã] and its variants ([hæ, he, ...]); and there were some pronunciations produced on imitation only: sand, quack. I have left all these unformalised.

I suggested above that ordering these rules should not be necessary, so it behoves me to substantiate the claim. Cases where these rules might appear to need to be ordered include those in (4):

4a. R5 (velar coronalisation) and whatever rule (unformalised here) effects the consonant harmony seen in bin, bang $\rightarrow$ [bim], [bæm]. In fact, the correct results accrue irrespective of the order of application.
b. $\quad$ Together R3 (deleting pre-consonantal /s/) and R4 (deleting post-consonantal sonorants) account for the fact that (e.g.) $/ \mathrm{sp} / \rightarrow[\mathrm{p}], / \mathrm{sl} / \rightarrow[\mathrm{s}]$ and $/ \mathrm{pl} / \rightarrow[\mathrm{p}]$. As formulated the rules again give the right result in whatever order they are applied.
c. Similarly, R5 (velar coronalisation) and R6 (voicing neutralisation) give the correct output for e.g. echo (['عdəu]) under either ordering.
d. R7 (neutralisation of coronals) and R3 (deletion of pre-consonantal /s/) seem to need to be applied in the order $\mathrm{R} 3>\mathrm{R} 7$ as R 3 specifies the particular item $/ \mathrm{s} /$. However, if R7 precedes R3 the latter can be generalised from /s/ to [+coronal], so again there is no need for extrinsic ordering.

If no need for ordering is persuasive, there is a fortiori no possibility of accounting for developmental changes in terms of rule reordering, a possibility envisaged in APh for just one phenomenon. Specifically, A's pronunciation of truck as [g $1 \wedge k$ ] in place of the earlier [ $\stackrel{\circ}{\circ} \mathrm{k}$ ] was supposed to motivate the reordering of the deletion of post-consonantal sonorants from before to after the rule effecting velar consonant harmony (APh p. 72). In fact the original ordering was necessitated by the desire to treat all sonorants, whether syllable initial or post-consonantal, on a par and is easily avoidable. It should also be possible with minor reformulation to revise the other rules for A so that no extrinsic ordering is necessary. Given the desuetude of rule ordering (but see Nevins and Vaux, 2008: 8), I leave that as an exercise for the masochistic reader. The most intractable example is the puzzle puzzle, but here I am content to follow Hale and Reiss's (2008) suggestion that this is a matter of performance and rely on the neural network to produce the correct result.

Stage 5: Sessions 41-50. Age 27-8 months.
Z's general intellectual development can be gauged from the fact that he now matched animal dominoes appropriately (i.e. pigs adjacent to pigs, penguins to penguins, etc.); he correctly identified the pictures and buttons from 1 to 6 in the Bob the Builder book/toy, carefully comparing the shape of the number on the toy and in the book before pressing the appropriate button; and he could count from 1 to 10 (albeit with the frequent omission of 6 and 7). The exchange in (5) was typical of many:
5. z [wлn, du:, fix, fox, fæv, eit, næn, den] -1,2,3,4,5,8, 9, 10
ns "What happened to 6 and 7?"
z [fəu in a bin] - (I) threw (them) in the bin
Syntactically, wh-words were beginning to appear (though not yet in questions) as exemplified by [si: wot 'rænma: du:] - (I'll) see what Grandma's doing (as he ran after her into the kitchen). Phonologically, a voicing contrast was beginning to appear but was not fully established: for instance, Grandpa appeared in session 43 as all of ['dæmbar], ['dæmpa:], ['tæmba:] and ['tæmpa:]. ${ }^{14}$

The syllable structure was largely unchanged with (C)V(C(C)) and CVV as the basic patterns. Except for CVCC (where the CC cluster was [mb, nd, nt] for scrambled, ${ }^{15}$ mend, want) all these are most simply described as a combination of syllables consisting of $(\mathrm{C}) \mathrm{V}(\mathrm{C})$. There was one example of CCC with the final C a syllabic [1] (handle). The intervocalic $\mathrm{C}_{1} \mathrm{C}_{2}$ clusters are no longer just [-mb-, -nd-] (for Grandpa, donkey), but include: [-md-, -nm-, -nw-, -ds-, -pd-, -pm-, -tt-, -Pt-] (for sometimes, Grandma, Cornwall, jigsaw, flapjack, tapemeasure, brief-case, tractor). That is, there are heterorganic as well as homorganic examples, and no elements in $\mathrm{C}_{1}$ position that do not occur word finally or elements in $\mathrm{C}_{2}$ position that do not occur word initially. For instance, as [1] does not occur finally, there is no [-ld-] (so shoulder $\rightarrow$ ['səudə]), and there is no example of [?] for $\mathrm{C}_{2}$. The main difference from the previous stage was an increase in polysyllables and a wider use of non-initial stress: e.g. escalator, kangaroo, wintertime, sellotape, helicopter, Portobello.

The inventory of consonants in Z's output was: [p, b, t, d, m, n, l, r, f, v, s, z, w, $j, h, ?]$. [b, d, m, n] occurred in all positions; [p, t] occurred at first only finally, but began to occur elsewhere around session 46, (with 'practice' on aspiration); [1] did not occur finally; [j] occurred only medially. While [f] occurred only initially, $[\mathrm{v}, \mathrm{w}]$ occurred initially and medially, but it was not obvious that there

[^26]was any consistent contrast among these three. [s] occurred everywhere, but not always as the reflex of $/ \mathrm{s} / ;[\mathrm{z}]$ occurred only initially, with an incipient marginal exception for shoes $\rightarrow\left[\mathrm{su}_{:}^{\mathrm{Z}}\right]$. There were still no velars.
 Which of these examples was contrastive is moot. Z's vowel articulation was still very variable: e.g. time $\rightarrow$ [teim], and there was no obvious advance over the preceding stage.

The following changes occurred to the rules operative at stage 4 :
R1, deleting unstressed syllables, was still marginally operative and still subject to idiosyncratic lexical variation. Six items lost their initial syllable (again, apart, banana, computer, today, tomorrow); four retained it (already, another, idea, inside); one (away) was inconsistent. Of 108 initially stressed disyllabic and polysyllabic words, 102 retained the final syllable(s). The 6 that lost it were: Willy $\rightarrow[$ wi $]$, music $\rightarrow[\mathrm{m}$ i $]$, singing $\rightarrow[\mathrm{si}]$, sitting $\rightarrow[$ sit $],{ }^{16}$ scrambled $\rightarrow$ [dəmb], and scissors $\rightarrow$ [siz]. Two of these were inconsistent (sitting, scrambled); one was anomalous (scissors); Willy was in minimal contrast with Billy ( $\rightarrow$ ['bili:]). There were four items (fire, flower, oil, shower) which are arguably monosyllabic in the target language but appeared as disyllables in Z's speech. Three items (battery, dinosaur, Sellotape) lost a medial syllable (always [ə]), and one (brief-case) acquired an extra medial syllable (also [ə]).

R2, deleting coda consonants, was similarly subject to idiosyncratic variation. Some 23 words surfaced with the final consonant deleted, but the only consistent omission was of $/ 1 /$, accounting for 9 examples. /t/ was omitted in 5 words, but 2 of these were disyllables (carpet, Piglet), 1 was part of a cluster (paint), 1 was sporadic (bit), and 1 was anyway anomalous (that). $/ \mathrm{k} /$ was omitted in 2 words, 1 of them a disyllable (flapjack) and 1 sporadic (book). Each of /d, g, n, s, z, $\theta, \int{ }^{17}{ }^{17} /$ was omitted once. To the extent that the process is a rule rather than a tendency, it would appear that the structural description [+consonantal] had been complicated to [+consonantal, +sonorant, -nasal]. Consonants that did appear in coda position were $\left[\mathrm{p}, \mathrm{b}, \mathrm{t}, \mathrm{d}, \mathrm{m}, \mathrm{n},(\mathrm{s}, \mathrm{z}){ }^{18} \mathrm{e}\right]$. By the end of the stage $\left[\mathrm{v}, \mathrm{t}^{\mathrm{s}}\right.$ ] were appearing sporadically. It is not of course the case that these consonants corresponded one for one with the adult forms, as the adult reflexes of these consonants were:
$[\mathrm{p}]=/ \mathrm{p}, \mathrm{b} / \quad[\mathrm{b}]=/ \mathrm{b}, \mathrm{v} /$
$[\mathrm{t}]=/ \mathrm{t}, \mathrm{k}, \mathrm{g}, \mathrm{s}, \mathrm{f}, \theta, \mathrm{f} / \quad[\mathrm{d}]=/ \mathrm{d}, \mathrm{g}, \mathrm{\partial}, \mathrm{f}, \mathrm{v} /$
$[\mathrm{P}]=/ \mathrm{t}, \mathrm{k} / \quad[\mathrm{m}]=/ \mathrm{m}, \mathrm{y} / \quad[\mathrm{n}]=/ \mathrm{n}, \mathrm{y} /$

16 In sitting room (inconsistently). Sitting as a verb remained disyllabic ([sitin]).
17 In finished - i.e. a cluster.
18 The parentheses indicate that these were not as fully established as the others.

This stage confirmed the assumption that R3 should delete /s/ only before nonsonorant consonants. The evidence came from examples like swing and switch ([sit]) with /sw/ onsets realised as [s], in addition to the earlier examples with $/ \mathrm{sl} /$ onsets. There was one exception: slipper (['libə]).

R4 The deletion of post-consonantal sonorants persisted unchanged.
R5 The absence of velars continued to be a striking property of Z's output, though it is important to stress that his perception of the coronal-dorsal contrast was fine. Assuming simply that $/ \mathrm{k}, \mathrm{g}, \mathrm{y} /$ were replaced by $[\mathrm{t}, \mathrm{d}, \mathrm{n}]$ gives no wrong results: the voicing neutralisation - to the extent that it persisted - and the phonetic variability as between fortis and lenis articulations are accounted for appropriately on any ordering of the respective rules. The only doubt is whether the absence of [?] for/d/ was accidental. ${ }^{19}$ The presence of a glottal stop (hardly a coronal) was treated in (3) above as the normal consequence of a process reducing structure. Such a process accounts for the facts either on the assumption that, as in APh , there is a contrast between realisation rules and phonetic rules, or on the assumption that (3) is simply a side-effect of the general mapping between adult and child forms. One disadvantage of this analysis might be the 'Duke-of-York' (Pullum, 1976) sequence whereby the change from [-coronal, -anterior] to [+coronal, +anterior] needs to be 'undone' for [?]. Apart from that it accommodates all the changes listed below:

| /k, $\mathrm{t} / \rightarrow \mathrm{t}]$ /\# | cat, crusher, scraper; take, truck, \{no /str-/ occurred\} |
| :---: | :---: |
| $/ \mathrm{k}, \mathrm{t} / \rightarrow[\mathrm{d}]^{20} / \#$ | cake; tap |
| $/ \mathrm{k}, \mathrm{t} \rightarrow \mathrm{m} \mathrm{t}] / \mathrm{V}$ | Becky; Sellotape |
| $/ \mathrm{k}, \mathrm{t} / \rightarrow[\mathrm{d}] / \mathrm{V}$ | sticky; beetle |
|  | book, cake, Zak; that, cat, not |
| /k, $\mathrm{t} / \rightarrow \mathrm{d}] / \mathrm{n}$ | donkey; wintertime |
| $/ \mathrm{g}, \mathrm{d} / \rightarrow[\mathrm{d}] / \#$ | got, Grandpa, glue; do, drill |
| $/ \mathrm{g}, \mathrm{d} / \rightarrow[\mathrm{d}] /$ _ $\#$ | big, egg; hard |
| /g, d/ $\rightarrow$ [d]/V__V | sugar, buggy; Daddy |
| $/ \mathrm{g}, \mathrm{d} / \rightarrow[\mathrm{O} / \mathrm{t} / \mathrm{T}] / \ldots \#$ | big, zigzag, plug |
| /g, d/ $\rightarrow$ [Ø]/ __ C | jigsaw; \{cardboard - later\} |
| $/ \mathrm{y} / \rightarrow$ [ n$] / \ldots$ | long, wrong |
| $/ \mathrm{y} / \rightarrow[\mathrm{n}] /$ __C | monkey, finger; (cf. Monday) |

R6, neutralising the voicing contrast, was just beginning to waver. As is clear from the earlier observation that voiced consonants $[\mathrm{b}, \mathrm{d}]$ occurred medially and voiceless ones $[\mathrm{p}, \mathrm{t}]$ predominated finally, the phonetic voicing difference in Z's speech was not consistently contrastive: cf. [deit] (cake), [diə] (Tigger), [sæ?] (Zak), [datd] (card), etc. However, there were now suggestive

19 There had been one example of $\mathrm{d} / \rightarrow[\mathrm{T}]$ bread at the previous stage - session 37 .
20 Or [d] - i.e. with the same allophonic variation.
indications of a developing contrast in e.g. big ([bid]) and bit ([bit/bi/bir]). Out of context, however, it was still hard to tell what was intended. Most significant was perhaps the variation in the pronunciation of unambiguously identifiable words such as Grandpa which included all of the following: ['dæmba: / 'dæmpa: / dæm'ba: / 'tæmba:/ 'tæmpa:/ 'doæmba:/ 'thæmba:/ 'tæmp ${ }^{\mathrm{h}} \mathrm{a}: /$ 'thæmba:/ tæm'pa:]. He was clearly 'experimenting' with voicing and aspiration, and there may have been a statistical trend to pronunciation correct with respect to these features, but it was not yet under control. Further, many cases, both 'correct' and 'incorrect', may reflect assimilation effects, as evidenced by the appearance of 'final' [d] before a vowel or sonorant: [hud $\Lambda \mathrm{p}$ ] - "(put my) hood up"; [wi hæd lisd $}$ to [b] intervocalically ([æ bu: nəu] - "that's Pooh's nose" (correctly identifying a jigsaw piece), etc. In sum, R6 was probably unchanged, though R6c, devoicing final consonants, was perhaps becoming optional.

R7, neutralising coronals to alveolar obstruents, had been split into three sub-parts:
R7a. $\quad[+$ coronal, + strident, + continuant $] \rightarrow[+$ anterior $]$
R7b. $\quad[+$ coronal, - sonorant, - strident, + continuant $] \rightarrow[-$ continuant $]$
R7c. $\quad[+$ coronal, - continuant $] \rightarrow[-$ delayed release $]$
Ignoring the loss of some final consonants occasioned by the operation of R2 (nose, garage, bath, finish, house), and assuming the 'allophonic' rules encapsulated in R6 that license the alternation of [t, d, ?], these rules account correctly for all the following:

```
items with adult /t, d/ (hood, tummy, got, etc.) \{No change\}
items with adult \(/ \mathrm{t} \mathrm{f} /(\rightarrow[\mathrm{t}])\) (chair, Pilchard) \(\quad\{\mathrm{R} 7 \mathrm{c}\}\)
items with adult \(/ \mathrm{d} 3 /(\rightarrow\) [d]) (pyjamas) \(\{\mathrm{R} 7 \mathrm{c}\}\)
items with adult /ठ/ \(\rightarrow\) [d]) (another, with) \(\{\mathrm{R} 7 \mathrm{~b}\}\)
items with adult \(/ \mathrm{z} /(\rightarrow[\mathrm{z}])\) (zip, Zak, please) \{No change\} and
items with adult \(/ \mathrm{J} /(\rightarrow[\mathrm{s}])(\) sharp, show, shut).\(\{\) R7a \(\}\)
```

Items with adult $/ \theta /$ showed some inconsistency, probably a reflex of perceptual confusion, becoming [s] in thank you, [t] in mouth and three, and [f] in through, throw and three. More interestingly, there was evidence for an incipient distinction among initial, medial and final positions. /z/ was usually correctly [z] initially and sometimes finally, but surfaced as [d] medially (razor, Dizzy); / $\mathrm{J} /$ was [s] initially, but became [t] elsewhere (crusher, wash, squash); /s/ was usually [s] initially (saw, see, soap, etc.), but was often [t] finally (mouse, face, brief-case). There were also one or two anomalies: house showed final [s] ([haus]) and same showed initial [d] ([deim]). However, in conjunction with the treatment of $/ 3 /$ in measure as [d] (['medə]), these data suggest that R7a
needs to be split into two parts, distinguishing intervocalic and other positions. Accordingly, R7a is modified to R7a' where the second clause applies according to the elsewhere (Penguin) principle. ${ }^{21}$ There were not enough data to motivate refinements or changes to the other sub-rules of R7.

R7a'. [+coronal, +strident, +continuant $] \rightarrow$ (i) $[-$ continuant, + anterior $] / \mathrm{V} \_$__ V
(ii) $[+$ anterior $]$

R8, converting /f, v/ to alveolar plosives ([d] or [t]) postvocalically, was now illustrated by a much wider range of examples: heavy (['hedi]]), over (['əudə]), roof ([rut]), brief-case (['bitteit]), drove ([dəud]), off ([วd]), Ivan (['ædi]]). A few items, notably hoover, never showed this replacement (likewise at this stage: off, everybody, five, butterfy), and the rule offers yet another example of idiosyncratic variation. Consider the example from session 46 discussed in the previous chapter: [not evirbodi: əudə huivə] - "knock everybody over (with the) hoover", where $/ \mathrm{v} /$ is replaced by [d] and maintained as [v] in the same utterance. This might suggest that the correct pronunciation of hoover and everybody was the result of frequency effects but, as emphasised earlier (p. 46), this seems unlikely. I accordingly leave R8, lexically constrained as it is, unchanged.

R9, whereby intervocalic consonants tend to become [j], is effectively dead. There were just two examples: screwdriver (['du:deijə]) and digger (['dirjo]). These were two of his most frequently uttered words, presumably 'frozen' accordingly.

R10, deleting prevocalic / $\mathrm{J} /$, is also effectively dead. There were only two relevant intervocalic examples (another and otherwise) in both of which / $/$ / was realised as [d]. Hence the role of R10 can be subsumed under that of R7b, with $/ \delta /$ being treated the same finally as intervocalically. (Initial / $/ /$ is a different story, as will be seen below.)

R11a, [+consonantal, -sonorant, +continuant, -coronal, +anterior, +voice] $\rightarrow$ [+sonorant] / V__ converting /v/ to [w], applied minimally - only to hoover and excavator - as R8 converted many instances of intervocalic / $\mathrm{v} /$ to [d]. Moreover it applied somewhat inconsistently, with e.g. hoover appearing as all of ['hu:wə], ['huwə] and ['hu:və], and wintertime surfaced as ['vindəteim]. This last example might suggest that there may have been some perceptual confusion as between $/ \mathrm{v} /$ and $/ \mathrm{w} /$, but as $/ \mathrm{w} /$ never surfaced as [d] this seems unlikely. I assume therefore that this was a matter of motor control, as is also plausible for R11b ([+sonorant, +coronal, -nasal, -lateral] $\rightarrow[-$ consonantal $] /$ __ V), whose sporadic replacement of $/ \mathrm{r} / \mathrm{by}[\mathrm{w}]$ is now exemplified by many more examples: rain, run, carol, read, already, etc. although an equal number

21 That is, the sub-parts of the rule are intrinsically not extrinsically ordered.
appeared with $[\mathrm{r}]$. There were also two examples (colour, Portobello) suggesting that R11b should be simplified by the omission of [-lateral], but I leave it as is. $/ \mathrm{r} /$ is always problematic and there were some examples (very, carry, later $o n$ ) in which it was simply omitted intervocalically.

R11b. [+sonorant, +coronal, -nasal, -lateral] $\rightarrow[-$ consonantal $] / \ldots \mathrm{V}$
R12, reducing sonorant-obstruent clusters to the sonorant element (usually [n]), has now disappeared. All of monster, finger, window, etc. occur with a cluster.
Stage 6: Sessions 51-61. Age 2 years 4 months to 2 years $51 / 2$ months.
An indication of Z's general cognitive and motor development can be found in his ability to sort 'Russian dolls' correctly, and to build (and manipulate with either hand) his wooden train track. Grammatically, his mastery of plurals was progressing; phonologically, voicing was established, final clusters appeared more systematically, and there was a developing use of contrastive stress: e.g. [i? don houm, tu: it həum] - It's gone home, to its home.

Syllable structure was basically unchanged from the previous stage, except for one or two minor additions such as CVCVCVCCV (['hejətoptə] for helicopter), but these simply represented more combinations of $(\mathrm{C}) \mathrm{V}(\mathrm{C})$. Otherwise the only change constituted additions to final CC clusters, where we now had [ $\mathrm{nd}, \mathrm{nt}, \mathrm{nz}, \mathrm{md}, \mathrm{mp}, \mathrm{dz}, \mathrm{pt}]$. These include both mono-morphemic clusters - e.g. [dz] in please, [nt] in print - and bimorphemic clusters - e.g. [nz] in [sinz] for things, and [md] in [deimd] for games and [ $\mathrm{t} \wedge \mathrm{md}$ ] for comes.

The inventory of consonants in his output was unchanged from stage 5 , namely: $[\mathrm{p}, \mathrm{b}, \mathrm{t}, \mathrm{d}, \mathrm{m}, \mathrm{n}, \mathrm{l}, \mathrm{r}, \mathrm{f}, \mathrm{v}, \mathrm{s}, \mathrm{z}, \mathrm{w}, \mathrm{j}, \mathrm{h}, ~ ?]$. Of these, $[\mathrm{p}, \mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{m}, \mathrm{n}, \mathrm{v}]$ all occurred initially, medially and finally; [b], [w, r, l] and perhaps $[\mathrm{j}]^{22}$ all occurred initially and medially; [f, z] occurred initially and perhaps finally; [?] occurred medially and finally; and [h] occurred only initially. In addition there was considerable phonetic variation, so that in different positions the following variants were observed:

Initially: $\quad\left[t, t^{s}, t^{h}, t h\right]$ rather than just $[t] ;\left[p, p^{h}\right]$ rather than just $[p]$
Medially: $\quad\left[p, p^{f}\right]$ rather than just $[p] ;\left[1,1^{w}\right]$ rather than just [l]
Finally: $\quad\left[\mathrm{d}, \mathrm{d}^{\mathrm{Z}}\right]$ rather than just $[\mathrm{d}] ;\left[\mathrm{t}, \mathrm{t}^{\mathrm{s}}, \mathrm{?}\right]$ rather than just $[\mathrm{t}]$
A typical example of free variation between [ t ] and [?] and [ m ] and [ n ] in a single utterance is provided by his description in session 58 of what he had for

22 The only initial example was in ['jeləu] - yellow. Otherwise initial $/ \mathrm{j} /$ was replaced by [1], as in [loin] - yawn, [lعt] - yes, etc.
lunch: [hæm sænit, $\varepsilon$ d sæmi?, h^ni: sæniP] i.e. ham sandwich, egg sandwich, honey sandwich.

There were also some incipient medial and final clusters:
Medial: $\quad[\mathrm{mb}, \mathrm{nd}, \mathrm{nf}, \mathrm{n}$, ds, tw, fw, bl]. These were probably not true clusters but heterosyllabic sequences i.e. $\mathrm{CVC}_{1}+$ $\mathrm{C}_{2} \mathrm{VC}$. Evidence for this claim comes from the fact that e.g. [bl], as in probably (['poblix]), occurred as an initial cluster only much later (from session 72).
Final: $\quad[\mathrm{mp}, \mathrm{md}, \mathrm{nz}, \mathrm{nt}, \mathrm{nd}, \mathrm{ts}, \mathrm{dz}, \mathrm{pt}, \mathrm{ft}]$. These were mainly reflexes of inflections - plural or third person agreement. It is important to distinguish cases such as $[\mathrm{ts}] /\left[\mathrm{t}^{\mathrm{s}}\right]$ and $[\mathrm{dz}] /\left[\mathrm{d}^{\mathrm{Z}}\right]$ where $[\mathrm{s} / \mathrm{z}]$ marks a plural as in clocks ([t七ts]), cf. clock ( $[\mathrm{t} \mathrm{t} \mathrm{t}]$ ), and where the affricate is a reflex of a single consonant, as in fleece ( $\left[\mathrm{fi:t}{ }^{\mathrm{s}}\right]$ ). That is, the appearance of [ts] and [ $\left.\mathrm{t}^{\mathrm{s}}\right]$ (equivalently [dz] and $\left[\mathrm{d}^{\mathrm{z}}\right]$ ) is sometimes merely a matter of the phonetic realisation of (e.g.) a fricative, sometimes a mark of morpho-phonological contrast. Z's production was as usual inconsistent, so clocks appeared appropriately but socks appeared only as [sot]. It was not until considerably later (session 91) that [ts] and [ $\mathrm{t}^{\mathrm{s}}$ ] occurred unambiguously as a systematic mark of the plural, as in pot and pots pronounced as [pot] and $\left[p o t^{5}\right]$ respectively.

In those cases where $[t s] /\left[\mathrm{t}^{\mathrm{s}}\right]$ is the reflex of a single adult consonant the appropriate treatment is presumably to attribute the change to a modification of the phonetic output of the rules (especially e.g. R7). Where it is the reflex of a (morpho-)phonological sequence there might be implications for e.g. R2 (deleting syllable-final consonants) but, as the rules are designed in the first instance to map lexical representation to the output, I have not modified them. There appeared to be no significantly greater likelihood of complex articulations occurring for sequences than for single segments or vice versa.

The inventory of vowels in Z's output was largely unchanged from stage 5, the only differences being the absence of [ $\varepsilon$ :] (compensated for by the presence of [e:]) and the additional occurrence of [æ:, ã, ai, iə]. This gave rise to the sets:

Diphthongs: [əu ei au ai iə]

The nasalised [ã] occurred only in [hã] - his generalised auxiliary. As before, the control of these vowels by Z and their interpretation by me was far from straightforward. For instance, although /ez/ was regularly realised as [a:], e.g. bear (in session 55), many articulations were inconsistent, with [a:] for /3:/ (as in dirt), [ 0 ] for $/ \mathrm{b}: /($ as in bought), [e:] for/e/ (as in ten), [æ] for /æ/ and /ap/, etc. An illustrative example from session 54 is provided by: [æ bot $\mathfrak{x}$ hniv in ə bæ?pæ?] - I brought that honey in my backpack.

Additionally there was considerable fine phonetic variation, seen most strikingly in various offglides; e.g. ['pæ $\left.{ }^{\mathrm{es}} \mathrm{d}\right]$ - pliers, $\left[\mathrm{bi}^{\mathrm{u}} \mathrm{d}\right]$ - build, ['pæPe $\left.{ }^{\mathrm{i}}\right]$ - paté, ['sæəd] - salad (all from session 58); Neil occurred as [nicə] in session 54 and as all of [nivu], [ni:o], [nivo] in session 59; five became [fæid] but nine became [næ:n] in session 60, and so on.

The developments at this stage can be characterised in terms of changes to the rules given earlier as follows:

R1, deleting unstresssed syllables, fared differently depending on the syllable, initial or non-initial, affected. The rule no longer applied to non-initial syllables, except for the single example of orange pronounced (session 51) as [ond] (in free variation with $\left['{ }^{\prime} \mathrm{oni}^{\mathrm{Z}}\right]$ ), and several polysyllabic items (elephant, normally, library, probably, Christopher and Teletubbies) in which a medial unstressed syllable was elided. As far as unstressed initial syllables were concerned, a roughly equal number of words underwent or failed to undergo this rule. All of again, another, away, Glenferrie, myself, together and without preserved the initial unstressed syllable; all of cement-mixer, computer, eleven, enough, professor, tomato and tomorrow lost it. There was evidence that Z's representation included the unstressed syllable even when he didn't pronounce it: first, tomorrow surfaced as ['mərəu] and [tu:'mərəu] in free variation in session 54; second and more revealingly, he was aware of the difference between his own and his mother's pronunciation, as shown in the dialogue in (6) from session 59:
6. ANNE: Look, there's a cement mixer
z: ['ment midə]
anne: What does Mummy call it?
Z: [si'ment midə]
There was a later repetition (session 64) of the conversation with me in which he produced [sent midə]. The different development of initial and non-initial syllables suggests that the rule (still subject to considerable lexical idiosyncrasy) be split into two:



R2. Most final consonants were now preserved, as before with the exception of $/ 1 /$ in all, Amahl, oil, owl, tool. Occasionally final /l/ was vocalised to [u] as in steal, twelve, wheel, will, parallel to the treatment of pre-final $/ 1 /$ in build, field, fold. With one exception - Pilchard pronounced ['pildə] - clusters of $/ \mathrm{C} /$ were reduced to Z's reflex of the $/ \mathrm{C} /$ in milk, wolf. The treatment of $/ 1 /$ contrasted with his treatment of clusters of $/ \mathrm{NC} /$ which were either reduced to the nasal, as in can't, want and went, or retained, as in dump, lunch and print. The only other final consonants deleted were in Christmas, finished, glasses, medium and possum. All of these are disyllabic and relatively infrequent. Two items showed optional deletion: coming and dark. Again, the presence of such free variation gives evidence that Z's representations generally include the final element. It is probably safe to say that R2 was dead and its apparent effects were due to lexical restructuring.

R3, deleting /s/ before non-sonorant consonants, was preserved unchanged and with no exceptions. Examples showing its deletion before non-sonorants include: Scoop, scream, screwdriver, spare, special, spider, Spud, squash, straight, and medially in toaster and plaster. Examples showing its retention before sonorants include: slap, sleeping, slow, snake, snowball, snowman, sweet and swim.

R4. The deletion of post-consonantal sonorants persisted unchanged. The only significant exception is Grandma $\rightarrow$ ['ræma:]. Examples like patchwork $\rightarrow$ ['pætwə:t] suggest the need for a syllabic basis for the rule.

R5. This rule which eliminates all velars likewise persisted essentially unchanged. The only development is the appearance of [?] for $/ \mathrm{k} /$ (as also for $/ \mathrm{t}$ ) in intervocalic and pre-consonantal position (rocket, pocket, jacket, doctor, tractor, monster). As before, see (3) (p. 62 above), I take it that this was the result of a phonetic default rather than of a realisation rule, though the phenomenon might be considered as some slight evidence for the child having his own system: that is, realisation rules would map adult /segments/ to child |segments| which would then be subject to uniform phonetic detail rules. As expected $/ \mathrm{yk} /$ was produced as [nt] (as in thank you), $/ \mathrm{yz} /$ was pronounced as [nz] (as in things), etc. The only exception was bang produced as [bæm].

R6. A voicing contrast was established by around 2 year 5 months (session 59) with consistent minimal pairs such as: ['tidə] - Tigger versus ['didə] - digger; [ti:m] - scream versus [di:m] - dream. However, somewhat later (stage 7, session 62), Z still often pronounced the initial segment of Pooh and bear the same - [bu: ba:] - Pooh bear. His typical pronunciation is illustrated by the adult-like [it did bait ha:d] - it did bite hard (of a tape-measure that cut his finger) or his usual forms for cat ([tæt]) and $\operatorname{dog}$ ([dっd]). However, intervocalically there was no consistent contrast at all, with voiced consonants substituting for voiceless (e.g. chocolate, composter, naughty, open, picture, sofa, water), again with some 'correct' exceptions (e.g. helicopter, missing, Sellotape). A characteristic pair was provided by his pronunciation of soap and soapy ([səup] and ['səubi:]) respectively. There were also many voicing 'mistakes' in initial and final position (e.g. milk - [mid], coming - [d $\wedge \mathrm{min}]$ ).

The formal reflex of this development is that the earlier rules R6a and R6c (accounting for initial and final voicing neutralisation respectively) are being eliminated, while R6b is maintained.

R6b. [+consonantal] $\rightarrow$ [+voice] / V__ V
R7. The set of rules neutralising coronal contrasts was still operative but with some complications. The basic generalisation was that continuants remained continuant ([s, z]) initially, but were realised as stops ( $[\mathrm{t}, \mathrm{d}]$ ) elsewhere; noncontinuants were realised as simple stops everywhere. That is, there were the following correspondences:
/t, d/ were simply maintained - e.g. take, Daddy. There was the usual 'allophonic' variation: [?] for /t/ finally (e.g. rocket); [d] for /t/ intervocalically (e.g. Weetabix). /s/ was realised as [s] initially (e.g. saw, soap, silly, Saras) and sporadically in final position (e.g. purse, ice), but finally and medially it usually became [ t$]$ (e.g. horse, glass, fleece, hommous, missing and ice) with the usual free variation with [?] (e.g. rice) and [d] (e.g. professor).
$/ \mathrm{z} /$ similarly was realised as [z] initially (e.g. Zak) and sometimes finally (e.g. please, things); but medially it was always [d] (e.g. music, scissors, nozzle, busy, pansy, Dizzy) and it was often [d] finally (e.g. wings, things).
/ $\mathrm{f} /$ was realised as [s] initially (e.g. sharp, shop, should, shave, Shivers) but as $[\mathrm{t}]$ finally (e.g. fish, squash ${ }^{23}$ ), and [d] intervocalically (e.g. special).
/3/ occurred only intervocalically, as [d], (measure).
/t $\mathrm{f} /$ was realised uniformly as [t]: (e.g. chip, kitchen, torch, patchwork, lunch).
/d3/ was realised uniformly as [d]: (e.g. job, juice, jigsaw, flapjack, orange), with one example of new allophonic variation in final position: (viz. orange (['כnid $\left.{ }^{\text {n }}\right]$ ).
$/ \theta /$ vacillated as before between [s] (e.g. thing, thank you) and [f] (e.g. thirty, three, thumb).
/ $\delta /$ was deleted initially (e.g. that), and appeared as [d] intervocalically (e.g. (an)other).

The earlier R7a' is simplified to operate postvocalically, giving R7a'; R7b is split according to voicing, deleting / $/$ / initially, changing $/ \theta /$ to [f] or [s] initially, and remaining as before elsewhere; R7c remains unchanged.

R7a'. $\quad[+$ coronal, + strident, + continuant $] \rightarrow$ (i) $[-$ continuant, + anterior $] / \mathrm{V}$ $\qquad$
(ii) $[+$ anterior $]$

R7b'. (i) [+coronal, -sonorant, -strident, +continuant, +voice] $\rightarrow \varnothing / \#$ $\qquad$
(ii) [+coronal, -sonorant, -strident, +continuant, -voice] $\rightarrow$ [strident, $\pm$ coronal]/\# $\qquad$
(iii) [+coronal, -sonorant, - strident, + continuant $] \rightarrow$ [-continuant $]$

R7c. $\quad[+$ coronal, - continuant $] \rightarrow[-$ delayed release, + anterior $]$
It might be more transparent to replace R7b with separate rules for $/ \theta /$ and $/ \delta /$ with part (iii) as an elsewhere condition for each.

R8. This rule ([+anterior, -coronal, +continuant] $\rightarrow$ [+coronal, -continuant]/ V ___) converting /f, $\mathrm{v} /$ in non-syllable-initial position to [t, d] applies fully regularly. There were 22 words which it affected ( 10 with /f/ (sofa, knife, off, etc.), 12 with $/ \mathrm{v} /$ (over, Ivan, move, etc.), and the only exceptions were avocado and Safeway. This process is somewhat unusual so one would hope that it arose as the natural result of the simplification of some rule(s). The obvious candidate, especially in view of the positional restriction to non-initial labio-dentals, is that R7 (specifically, R7a') loses the specification [+coronal]: i.e. all non-initial obstruents are neutralised to [t, d]. However, this would also incorrectly convert $/ \mathrm{p}, \mathrm{b} /$ to $[\mathrm{t}, \mathrm{d}]$, so we would need to formulate the rule as in (i) below, so that it refers to non-plosive ([+del rel]) coronals (/t, d/, of course, need not be mentioned), and then generalise this as in (ii) below, so that all non-plosives become [+cor, - del rel]. In brief:
(i) $[+$ coronal, + del rel $] \rightarrow[-\mathrm{del}$ rel $] / \mathrm{V}$ $\qquad$ \{i.e. non-initially\}
(ii) $[+$ del rel $] \rightarrow[+$ coronal, -del rel $] / \mathrm{V}$ $\qquad$
This is an odd-looking rule change: the generalisation to all [+del rel] segments is fine, but the switch of [+coronal] from the input in (i) to the output in (ii) is bizarre. Moreover, the attempted generalisation is suspect because it takes place at a time when the real coronals are undergoing positional changes. Accordingly it seems better to leave R8 unchanged, and try to make the oddness of the pronunciation result from something else. The natural candidate is perhaps OT's 'the emergence of the unmarked'. However, that this is plausible, and hence the basis for an argument in favour of an OT analysis, seems unlikely, as the emergence occurred after the faithfulness constraint preserving labio-dentals had been at least partially satisfied, inasmuch as a few words (leaf, off, roof, over) had occurred earlier with a labio-dental or bilabial.

The cumulative effect of these rules is that Z's [d] could be the reflex of any of the adult items: $/ \mathrm{t}, \mathrm{d}, \mathrm{k}, \mathrm{g}, \mathrm{f}, \mathrm{v}, \mathrm{s}, \mathrm{z}, \int, 3, \mathrm{t} \int, \mathrm{d} 3, \mathrm{\delta} /$ or clusters containing them, such as /dr, dj, gl, gr/ (naughty, Daddy, chocolate, tiger, sofa, over, professor, music, special, measure, Pilchard, Flapjack, other) or (dream, Duplo, ${ }^{24} \overline{\text { glue }}$, Grandpa). Difficulty in understanding him is not surprising in these circumstances.

The remaining rules ( $\mathrm{R} 9,10,12$ ) were already defunct. R 11 b , changing $/ \mathrm{r} /$ to [w], had only a single example (wrong became [won]) and even this occurred in
an utterance where $/ \mathrm{r} /$ was correctly realised: [d $\wedge \mathrm{n}$ it $\boldsymbol{\rho}$ won wei raun] - (I've) done it the wrong way round. However, there are still several items (carry, Glenferrie, very, orange) in which intervocalic /r/ is deleted, two (Saras, mirror) in which it was replaced by [w], and one or two where it was correctly realised as $[\mathrm{r}]$ (aeroplane). There were insufficient examples and too much variation to make it worth formalising rules for this.

Stage 7: Sessions 62-75. Age 2 years $51 / 2$ months to 2 years 7 months.
Z's cognitive development was reflected in the fact that, when doing jigsaws, he now seemed to be more sensitive to colour (and the picture more generally) than to shape, ignoring straight edges, even when asking to do the frame first. Linguistically, his syntax was developing apace with passives ([it hæd tu: bix istən] - it had to be eaten) and plurals ([عd/عdz] - egg/eggs) consolidated, and the first examples of wh-questions ([wid pi?tə id i?] - which picture is it?; [wa: də todi: pæt] - where's the coffee pack(et)?) and topicalisation ([ten didss:z ai hæ d n n$]$ - ten jigsaws I have done). Phonologically, his use of intonation was more sophisticated (e.g. [ai ta:nt, ... ai tæn] - I can 't, I can [low fall, followed by triumphant high fall, as he successfully pulled his socks on alone]; and he regularly used high fall rises appropriately. Segmentally, initial clusters were appearing but in general post-consonantal sonorants were still deleted: e.g. splash ([pæt]).

Syllable structure was largely unchanged from stage 6 except for the incipient appearance of post-consonantal sonorants (see the discussion of clusters immediately below) giving rise not only to (C)V(C(C)) syllables but also to $\mathrm{C}^{\mathrm{w} / \mathrm{r} / \mathrm{l}} \mathrm{V}(\mathrm{C}(\mathrm{C}))^{25}$ syllables. There was also an increase in the variety of final consonant sequences.

The inventory of consonants in Z's output was unchanged from stage 6, namely: $[\mathrm{p}, \mathrm{b}, \mathrm{t}, \mathrm{d}, \mathrm{m}, \mathrm{n}, \mathrm{l}, \mathrm{r}, \mathrm{f}, \mathrm{v}, \mathrm{s}, \mathrm{z}, \mathrm{w}, \mathrm{j}, \mathrm{h}, \mathrm{i}]$. All of these occurred initially except [j]; [?] occurred initially once for emphasis: viz. [?id bi?] for this bit. As initial /ठ/ was systematically deleted I take it that this was not a replacement for an adult consonant. All occurred medially except [f, s, l, h] ([f] occurred in butterfly, but syllable initially, reinforcing the relevance of the syllable as well as the word in stating regularities of his pronunciation). All occurred finally except $[\mathrm{w}, \mathrm{r}, \mathrm{j}, \mathrm{h}]$. [j] occurred once as a linking glide at the end of take; $[\theta]$ occurred once as a phonetic variant for $/ \mathrm{st} /$ in his pronunciation $\left[\mathrm{ts}^{\mathrm{r}} \Lambda \theta\right.$ ] for crust.

The following clusters, in various positions, began to appear.
$25 \mathrm{C}^{\mathrm{w}}$ sequences were restricted to [bw] (for $/ \mathrm{br} /$ ) and $[\mathrm{dw}]$ (for $/ \mathrm{gl} /$ ); that is, not for adult sequences including [w].

Initial: $\quad\left[\mathrm{dr}, \mathrm{d}^{\mathrm{r}}, \mathrm{d}^{\mathrm{z}}, \mathrm{t}^{\mathrm{r}}, \mathrm{t}^{\mathrm{s}}, \mathrm{br}, \mathrm{b}^{1}, \mathrm{p}^{1}, \mathrm{fl}, \mathrm{f}^{\mathrm{r}}, \mathrm{fr}\right]$. [d $\left.\mathrm{d}^{\mathrm{w}}\right]$ occurred once for $/ \mathrm{gl} / ;\left[\mathrm{b}^{\mathrm{w}}\right]$ occurred once for $/ \mathrm{br} /$. As regards syllable structure, it is not entirely clear what the status of the distinction between e.g. [dr] and [ $\mathrm{d}^{\mathrm{r}}$ ] is (see the appendix on clusters in ch. 7, appendix 7.1, and the discussion of R4 at stage 10, pp. 93 f . below). In general Z's development was characterised by the appearance of [ $\left.\mathrm{C}^{\text {son }}\right]$ (e.g. the complex segment $\left[\mathrm{d}^{\mathrm{r}}\right]$ ) before [C son] (e.g. the complex onset [dr]). In the case of $\left[\mathrm{t}^{\mathrm{s}}\right]$ and $\left[\mathrm{d}^{\mathrm{z}}\right]$ the question does not arise with the same cogency, as English does not have complex onsets of this type. It does arise, however, in final position where it may be possible to adjudicate on the status (same or different) of e.g. [dz] and [ $\left.\mathrm{d}^{\mathrm{Z}}\right]$.
Medial: $\quad\left[\mathrm{mp}, \mathrm{mb}, \mathrm{nt}, \mathrm{nd}, \mathrm{mt}, \mathrm{nt}^{\mathrm{s}}, \mathrm{ld}, \mathrm{l} \beta,{ }^{26} \mathrm{n}\right.$ Rt, $\mathrm{st}, \mathrm{tl}, \mathrm{Pt}, \mathrm{Pd}, \mathrm{Pn}, \mathrm{dn}$, df]. As before, these are most economically treated as sequences of syllable-final + syllable-initial consonants rather than tautosyllabic clusters.
Final: $\quad\left[\mathrm{mp}, \mathrm{mz}, \mathrm{nd}, \mathrm{nt}, \mathrm{nz}, \mathrm{ns}, \mathrm{n} P, \mathrm{lt}, \mathrm{ld}, \mathrm{p}\right.$, $\left.\mathrm{b}^{\mathrm{z}}, \mathrm{ts}, \mathrm{t}^{\mathrm{s}}, \mathrm{dz}, \mathrm{d}^{\mathrm{z}}, \mathrm{Pt}, \mathrm{st}\right]$. These clusters fall into two classes: those where the second element of the cluster is itself a morpheme (plural or past), as in (7a), and those where it is part of a monomorphemic word, as in (7b):

7a. Plural: [mz] (pyjamas), [nz] (things, pins), [nd] (wings, things), [md] (worms), [ld] (scales, Pickles), [dz] (eggs), [ts] (bricks).
Past: [nd] (joined), [p?] (dropped), [?t] (cooked).
b. Mono-morphemic: [mp] (help), [nt] (crunch, want, quince, think), [nd] (round, behind), [ns] (quince), [n?] (think, cement), [ld] (cold), [1t] (wolf, else), [st] (vest), [?t] (fix).

As can be seen, a couple of clusters ([ld, ?t]) occur in both categories; one cluster ([nd]) occurred in three roles; and one ([n?]) occurred mainly, but not exclusively, as a reflex of a negative clitic as in don't, won't, etc.

The inventory of vowels is even richer than before, though with the usual caveats about (in)consistency and (lack of) contrast:


26 In silver. I take it that [ $\beta$ ] is a random variant of [ v$]$.

The main changes from stage 6 are the disappearance of [ã] and [æ:], the appearance of [a] and a considerable number of diphthongs and triphthongs arising mainly from the vocalisation of $/ 1 /:\left[i^{u}, æ^{u}, a i^{u}, \varepsilon^{u}, \partial i^{u}, i^{u}, a i^{u}\right]$. In addition there was a lot of what I take to be unsystematic phonetic variation such that [ 0 i$]$ alternated with $\left[\rho^{\mathrm{e}}\right]$; [ai] with $\left[\mathrm{a}^{\mathrm{i}}\right],\left[\mathfrak{æ}^{\mathrm{i}}\right]$ and [ $\left.\mathfrak{æ}^{\mathrm{e}}\right]$; [æə] with [aiə], etc. There were also examples such as [ci:] (in jelly) and [とə] (in Sellotape) which, for rhythmic reasons, I take to be sequences of vowels rather than diphthongs.

At the previous stage R1, deleting unstressed syllables, had been split into two: R1a deleting medial unstressed syllables in polysyllabic items, and R1b, deleting unstressed initial syllables:

R1a. $\sigma \rightarrow \varnothing / \sigma[\overline{- \text { stress }}] \sigma(\sigma)$
R1b. $\quad \sigma \rightarrow \varnothing / \#[\overline{- \text { stress }}]$
There is no longer significant evidence for R1a. The only examples (all at or before session 68) were: helmet (once only), video, spatula and packet. ${ }^{27}$ However, evidence for its continued existence still appears at the next stage (p. 84). R1b is a little more robust with a few forms still showing its effect (cement, because, giraffe, another, before, tomato, remember), but it is fading.

R2, deleting final consonants, is essentially defunct.
R3, deleting /s/ before obstruents, is retained unchanged.
R4 The deletion of post-consonantal sonorants is becoming optional for the liquids $/ 1, \mathrm{r} /$; it is still absolute for the glides $/ \mathrm{w}, \mathrm{j} /$ (even though postconsonantal [w] occurred sporadically in the output). The first clusters involve stops, with the fricative /f/ occurring from session 70. [br ${ }^{\mathrm{r}}$ ] and [ $\left.\mathrm{d}^{\mathrm{r}}\right]$, subsequently [br] and [dr], came on line for $/ \mathrm{br}, \mathrm{bl} ; \mathrm{gr}, \mathrm{dr}, \mathrm{d}_{3} /$ essentially simultaneously, with $\left[\mathrm{t}^{\mathrm{s}}\right]$ and [ $\mathrm{d}^{\mathrm{z}}$ ], subsequently [ts] and [dz], for /skr, str, t , $\mathrm{kl} ; \mathrm{d} 3, \mathrm{dr}, \mathrm{gr} /$ shortly thereafter. $\left[\mathrm{t}^{\mathrm{r}}\right]$, subsequently [tr], appeared next for $/ \mathrm{tr}, \mathrm{kr}$, str, skw/, and then [fr, fl, pl]. There were also a number of unsystematic phonetic variants: $\left[b^{\mathrm{w}}, b^{1}, d^{\mathrm{w}}, d^{\mathrm{w}} r\right.$, ts $\left.^{\mathrm{r}}\right]$. Somewhat surprisingly, there were also some clusters - perhaps 'complex articulation' would be a more accurate term - for single phonemes: [ $t^{5}$ ] for $/ k$, $\mathrm{t} 5 /$, $\left[\mathrm{d}^{2}\right]$ for $/ \mathrm{d} 3, \mathrm{~g} /$. The difference between liquids and glides suggests that R4 be split into two: ${ }^{28}$

R4a. $\quad \mathrm{C}_{[+ \text {sonorant, }+ \text { consonantal] }} \rightarrow \mathrm{Opt} \varnothing / \mathrm{C}$ $\qquad$
R4b. $\quad \mathrm{C}_{[+ \text {sonorant, }}$-consonantal] $\rightarrow \mathrm{Obl} \varnothing / \mathrm{C}$ $\qquad$

27 And this may have been intended to be pack rather than packet.
28 If desired, it would be technically possible to preserve the unity of R4 by using angle brackets.

R4a could be further refined by the brief addition of [-continuant] to the contextual consonant, but the extra complexity disappeared again so rapidly that it may not be significant. A more worrying issue that is raised by the apparently idiosyncratic treatment of some segments and sequences is the validity of a rule-based rather than an item-by-item analysis. That is, there may be a minority of areas where a simple list is as explanatory as a highly restricted rule. Be that as it may, $Z$ 's treatment of $/ \mathrm{t} \int, \mathrm{d}_{3} /$ requires complication of R7 specifying the treatment of coronals.

R5 The elimination of velars remains unchanged. The only anomaly is the example of [teij] for take in session 62, which is reminiscent of the effect of R9. However, there was only one example and R9 affected medial consonants, so the parallelism is moot.

R6 A voicing contrast is now largely established, with many minimal pairs such as [tæt] (catch) vs. [dæd] (drag), but there is still a great deal of inconsistency. Initially, Gruff was pronounced as either [t tf ] or [d $\Lambda \mathrm{f}]$, perhaps indicating that R6a (accounting for voicing neutralisation in initial position) is still optional. In final position there was no such voicing variation -duck was pronounced
 [wo:də] and [wo:tə] seemed to be in free variation, suggesting that R6b is also optional.

R7 The neutralisation of coronals is somewhat complicated.
$/ \mathrm{t}$, $\mathrm{d} /$ are simply maintained with the same 'allophonic' variation as before.
$/ \mathrm{s}, \mathrm{z} /$ are consistently maintained in initial position (as before). Medially, (as before) $/ \mathrm{s} /$ surfaces as either [ t ] or [d], and $/ \mathrm{z} /$ appears as [d]. The only exception for $/ \mathrm{z} /$ is that it is consistently produced as $[\mathrm{z}]$ in the stressed final syllable in magazine, and appears as zero in the pre-consonantal position of as well. In final position $/ \mathrm{s} /$ is more frequently $[\mathrm{s}]$, though $[\mathrm{t}]$ is still common and some words such as this occur with any of [d, s, ?] but not [t]. The main change is that $[\mathrm{s}]$ is no longer just sporadic but common, even if not for the appropriate adult consonant. A characteristic example is horse shoe produced as ['hort su:] with $[\mathrm{t}]$ for $/ \mathrm{s} /$ but $[\mathrm{s}]$ for [ $[\mathrm{J}]$. Final $/ \mathrm{z} /$ is either [d] (choose) or more commonly [z] (cheese) or incipiently $\left[\mathrm{d}^{\mathrm{Z}}\right]$ (cheese). ${ }^{29}$
$/ \mathrm{S} /$ and $/ 3 /$ are realised as before: $/ \mathrm{S} /$ is [ s ] initially, [d] medially and [ t ] finally; $/ 3 /$ occurred first as $[\mathrm{d}]$ and, towards the end of the stage, as $[\mathrm{z}]$ (garage).

As before, $/ \mathrm{t} \mathrm{f} /$ was realised uniformly as $[\mathrm{t}]$, with the first appearance of $[\mathrm{t}$ $]$ (check) in initial position towards the end of the stage. Medially and finally it

29 The use of affricates/clusters for adult single phonemes may be a further indication that Z is dealing with onsets and codas as units rather than sequences of phonemes - cf. the discussion of his metalinguistic abilities in chapter 5, especially the frog/foam contrast. (For the structure of onsets and codas see Zec, 2007: 165.)
occurred with free variation between [ t (crunchy, reach) and [d] (watching, reach), and in final position with [?] (much). Also as before, /d3/ appeared systematically as [d] though, parallel to the development of $/ \mathrm{t} \mathrm{f} /$, both $\left[\mathrm{d}^{\mathrm{z}}\right]$ and $\left[\mathrm{d}^{\mathrm{r}}\right]$ (join) appeared towards the end of the stage. This can be accommodated by making R7c optional with respect to the feature [delayed release] but still obligatory with respect to [anterior].

R7c'. [+coronal, -continuant] $\rightarrow<$ Opt $>$ [<-delayed release $>$, , anterior]
/ $\theta$ / vacillated as before between [s] (think) and [f] (through), but was consistently [t] in final position (mouth, bath). As before, / $\mathbf{\delta} / \mathrm{was}$ deleted initially and appeared as [d] intervocalically.
/r/ occurred usually as [r] (roof, Zachary) but sometimes as [w] (right, lorry).
/1/ occurred usually as [1] (like, slowly, peel). Intervocalically it occurred sporadically as [j] (yellow) or zero (jelly); finally it was still sometimes vocalised (well).
$/ \mathrm{j}$ / occurred consistently as [1] (yellow, yum) but as zero in you(r).
$/ \mathrm{n}$ / was retained as $[\mathrm{n}]$ in all positions.
These changes are too idiosyncratic to be worth explicit formalisation: that is, they appear to instantiate no regular processes; alternatively, distinctive feature theory is inadequate to capture whatever generality exists. As has been observed earlier, Z's output was strikingly less predictable than A's.

R8 This rule de-labialising /f, v/ disappeared during this stage. Initially there were examples with $[\mathrm{t}, \mathrm{d}]$ for $/ \mathrm{f} / \mathrm{or} / \mathrm{v} /:$ [ od , t$]$ for off, [səudə] for sofa, [todir] for coffee and $[\mathrm{wu}(1) \mathrm{t}]$ for wolf. By the end of the stage all relevant examples (seven, heavy, oven, knife, coffee, etc.) had labio-dentals or [w].

Stage 8: Sessions 76-93. Age 2 years 7 months to 2 years $91 / 2$ months.
Z's cognitive development was reflected in the fact that he now regularly indulged in pretence: ${ }^{30}$ for instance, pretending that his Winnie-the-Pooh soft toy was a cow. A more complex example was provided by his response to my pretending to be a dragon: [aim $\partial$ wulf $\partial \mathrm{t}$ dəbəlz $\Lambda \mathrm{p}$ drædənz] - I'm a wolf that gobbles up dragons. Syntactically, he produced his first multiple wh-question: [hu:z douin to wod $\Lambda \mathrm{p}$ wen] - Who's going to wash up when?; his first extraction from an embedded clause: [hu: did u: sei wo: in $\partial$ da:dən] - Who did you say were in the garden?, and his first if-clause. He was also developing some metalinguistic awareness, imitating the next-door neighbour's Scottish accent, and commenting on the different vocabulary used by various members of the family: [dræmpa:, m^miz iz ə bı?ip, osz iz ə bっPs] - Grandpa, Mummy's

[^27]is a "bucket", yours is a "box" (noting our different terms for the lawn-mower box). His own speech showed considerable variation as between his mother's and father's pronunciation: e.g. [ai wil həlp u: paint $\partial$ plænt ${ }^{\S}$ ] - I will help you plant the plants. He also began to use calling intonation for the first time. The most striking features of this stage are the appearance of affricates and the addition of more clusters.

Syllable structure was essentially unchanged. The only noteworthy development was that post-consonantal [w] now occurred appropriately for adult /w/ and not just adult $/ 1, \mathrm{r}$ /, as in ['pendwin] for penguin. It is also striking that he appeared to be treating onsets as the targets for his pronunciation, as all of $/ \mathrm{tr}, \mathrm{t}$, $\mathrm{k}, \mathrm{kl} /$ were realised on occasion as $\left[\mathrm{t}^{\mathrm{s}}\right]$ and all of $/ \mathrm{dr}, \mathrm{d} 3, \mathrm{gr} /$ as $\left[\mathrm{d}^{\mathrm{Z}}\right]$ (e.g. tree, cherry, camera, climb; drink, juice, grape). That is, Z may have been treating the set of complex onsets as a natural class, replacing them with his own complex onset so that climb up a tree, for instance, became $\left[\mathrm{t}^{\mathrm{s}}\right.$ aim $\Lambda \boldsymbol{p}$ ə $\left.\mathrm{t}^{\mathrm{s}} \mathrm{i} \mathrm{i}\right]$ with $/ \mathrm{kl} /$ and $/ \mathrm{tr} /$ treated identically.

The inventory of consonants in his output was largely unchanged from stage 7, namely: [p, b, t, d, m, n, l, r, f, v, s, z, w, ts, dz, h, ?]. That is, [j] had disappeared, and the affricates [ts] and [dz] appeared from session $82 .{ }^{31}$ All of these occurred in initial position throughout the stage, except [?] which occurrred only syllable-finally. [r] appeared but for a while it occurred more consistently in clusters than as a singleton. All elements occurred medially except [h], with [s, z, dz, f] appearing from sessions $81-6$ on. All occurred finally except [w, r], though [s] appeared only from session 80 on. There was, as before, considerable phonetic variation with examples of marked aspiration and affrication: e.g. $\left[\mathrm{p}^{\mathrm{h}}, \mathrm{t}^{\mathrm{h}}\right]$ for $/ \mathrm{p}, \mathrm{t} /$; and $\left[\mathrm{t}^{\mathrm{s}}, \mathrm{d}^{\mathrm{Z}}\right]$ alternating with (and usually preceding) [ts, dz] for a variety of adult segments and sequences.

Ignoring the affricates, we had much the same set of initial clusters as before: [ $\left.\mathrm{dr}, \mathrm{t}^{\mathrm{r}}, \mathrm{br}, \mathrm{b}^{\mathrm{r}}, \mathrm{b}^{1}, \mathrm{pl}, \mathrm{p}^{1}, \mathrm{p}^{\mathrm{w}}, \mathrm{f}^{\mathrm{r}}, \mathrm{f}^{\mathrm{w}}\right]$, though there was no example of [fl]. Previously where e.g. [dr] alternated with [ $\left.\mathrm{d}^{\mathrm{r}}\right]$ and [fr] with [ $\mathrm{f}^{\mathrm{r}}$ ], we now had only [dr] and [ $\mathrm{f}^{\mathrm{r}}$ ]. I take it that this is a matter of fine phonetic detail and not phonologically significant. Post-consonantal [w] was beginning to appear (for /l/) after labials (fly, play, pliers), perhaps as a coarticulation effect.

Medial clusters, as suggested before, essentially exhausted all and only the possibilities provided by the combination of a coda consonant followed by an onset. The possible codas were [p, t, b, d, m, n, s, z, f, l, ?] (i.e. not [ts, dz, v]),

31 The status of these affricates as unitary segments or clusters is moot: for instance, they occurred as the reflex of both single adult phonemes: [ists] for /ist $\mathrm{f} /$ (each), [id $\left.{ }^{\mathrm{Z}}\right]$ for $/ \mathrm{iz} /$ (is), and of sequences of phonemes: [bıts] for /b $\Delta \mathrm{ts} /$ (butts), [dzeip] for /greip/ (grape).
and the possible onsets were $[\mathrm{p}, \mathrm{t}, \mathrm{b}, \mathrm{d}, \mathrm{m}, \mathrm{n}, \mathrm{s}, \mathrm{w}, \mathrm{r}, \mathrm{l}]$ plus $\left[\mathrm{d}^{\mathrm{z}}, \mathrm{d}^{\mathrm{w}}\right]$ (i.e. not $[\mathrm{z}, \mathrm{f}$, $\left.\left.\mathrm{v}, \mathrm{t}^{\mathrm{s}}, \mathrm{d}^{\mathrm{z}}\right]\right)$. It is not obvious whether these were random gaps.

Final clusters consisted of any of: $[p, t, d, m, n, s, f, v, l, ?]$ (no [b, z]) followed by any of: $[\mathrm{p}, \mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{z}, \mathrm{?}]$ (and once [ $\left.\mathrm{t}^{\mathrm{r}}\right]$ ). Non-occurrent sequences appeared to be random gaps or just reflexes of the absence of e.g. final [mb] from the adult language.
 plus [ai, au, ei, $\partial \mathrm{u}, \mathrm{u} \partial]$ and, as at the previous stage, sundry diphthongs where there was an [ $\left.{ }^{\mathrm{u}}\right]$ offglide as the result of a vocalised $/ 1 /$. The vowel system was phonetically virtually complete but the phonological status of the various elements was not always clear, especially as there was considerable variation in articulation: e.g. /aI/ realised as [ai, æi, æi] etc. Some contrasts were clearly established, as evidenced by such utterances as [u: sud teit a suid of insaid] (you should take your (?) shoes off inside) showing a minimal pair [sud]/[surd], but most were moot.

R1a, deleting non-initial syllables, is now operative only to delete medial unstressed syllables in words of three or more syllables (chocolate, dangerous, different, elephant, hospital, measuring, medicine, normally, secateurs, vegetable). A roughly equal number of words retained such unstressed syllables (Annabel, apricot, crocodile, holiday, Janneke, recipe, vinegar, ${ }^{32}$ xylophone). I leave it unchanged except for a specification of optionality:
R1a'. $\sigma \rightarrow$ Opt $\varnothing / \sigma[\overline{- \text { stress }}] \sigma(\sigma)$
R1b, deleting unstressed initial syllables, applies to a diminishing number of words (around, computer, disaster, elastic, electric, tomato) with a greater number not undergoing the rule (about, allowed, along, injection, etc.) apparently on a piecemeal basis. Again, I leave it unchanged except for the specification of optionality:
R1b. $\sigma \rightarrow$ Opt $\varnothing / \#[\overline{- \text { stress }}]$
R2, deleting final consonants, is no longer operative except for a few words (has, have, work) and even these usually have a final consonant.

R3, deleting /s/ before obstruents, is unchanged and exceptionless in initial position (Scoop, scream, spanner, spider, stick, strawberry, etc.). For the first half of this stage it was similarly exceptionless in non-initial position (breakfast, condensed, hospital, monster, parsnip, sister) but, from session 84, [s] appeared systematically before medial and final obstruents (composter, custard, disaster, dressed, pasta, plaster, whisky). The revised form of the rule simply specifies that it operates only initially:

R3'. /s/ $\rightarrow$ Ø / \#__ $C_{[- \text {sonorant }]}$

R4a and deleting post-consonantal liquids and glides, are largely unchanged except R4b, for an asymmetry between the treatment of post-consonantal $/ \mathrm{r} /$ and $/ 1 /$. Specifically, [br] and [pr] are used for /br, bl/ and /pr, pl/ respectively, but [ bl$]$ and $[\mathrm{pl}]$ are never used for $/ \mathrm{br} /$ or $/ \mathrm{pr} /$. R 4 b is still exceptionless for the glide (/j/) - e.g. new, but clusters with post-consonantal liquids are becoming established, and clusters with $/ \mathrm{w} /$ are beginning to pattern with the liquids. One item, penguin, appeared with a correct post-consonantal [w] - viz. ['pendwin], but [w] may have been being treated as a syllable onset. There appears to be no difference between clusters of the form $[\mathrm{Cr}]$ and $\left[\mathrm{C}^{\mathrm{r}}\right]$, which have the same privilege of occurrence: wherever [tr] occurs [ $\left.\mathrm{t}^{\mathrm{t}}\right]$ occurs, and likewise for the other consonants. The large majority of post-consonantal liquids (and some $/ \mathrm{w} /$ ) are now produced, but in most cases there are also examples where the sonorant is deleted. This is exemplified in the second pair in \{curly brackets\} in (8) below. That is, examples in the right-hand column are ones where the adult cluster was pronounced without the sonorant - e.g. [bu:] for blue. Where no such singleton realisation occurs I indicate this with 'None'. If there is no right-hand column it is because the category is catered for by other rules. Voicing is appropriate except medially - e.g. apricot. Thus we have:

| 8. | [br] for /br, $\mathrm{bl} /$ | \{bring, black\} | cf. \{bring, blue $\}$ |
| :---: | :---: | :---: | :---: |
|  | [bl] for /bl/ | \{blood\} |  |
|  | [pr] for /pr, $\mathrm{pl} /$ | \{pressure, playing\} | cf. $\{$ present, plaster\} |
|  | $[\mathrm{pl}]^{33}$ for $/ \mathrm{pl} /$ | \{plate\} |  |
|  | [dr] for /dr, gr, d3/ | \{dragon, Grandpa, Joshua | cf. \{None, None, Joshua \} |
|  | [tr] for $/ \mathrm{tr}, \mathrm{kr}, \mathrm{str}$, skr, kl, kw, skw, tj/ | \{truck, crane, strawberry, scrape, close, quiet, squash, check $\}$ | cf. \{None, scarecrow, strawberry, scream, cling, None, None, None $\}$ |
|  | [ ${ }^{5}$ ] for $/ \mathrm{kl}, \mathrm{tr} /$ | \{clean, tree\} |  |
|  | [dz] for/gr, dr, d3/ | \{Grandma, drink, juice\} |  |
|  | [fr] for /fr, $\theta \mathrm{r} /$ | \{fridge, throw\} | cf. $\{$ fridge, throw $\}$ |

To make $/ \mathrm{r}, 1, \mathrm{w} /($ excluding $/ \mathrm{j} /$ ) constitute a natural class, it is necessary to assume that $/ \mathrm{r} /$ is [+anterior] (contrary to APh, but in line with Hall, 2007). The distinctive behaviour of $/ \mathrm{Cj} /$ clusters is then captured by modifying R4a to delete all sonorants except $/ \mathrm{j} /$ and restrict R 4 b , suitably complicated, to $/ \mathrm{j} /$. To capture the $/ 1, \mathrm{r}$ / asymmetry is slightly more complicated, especially as the apparent optional conversion of $/ \mathrm{r} /$ to $[1]$ but not of $/ 1 /$ to $[\mathrm{r}]$ was restricted to post-labial position. That is, $/ \mathrm{tr}, \mathrm{dr} / \mathrm{and} / \mathrm{kr}$, gr/ never surfaced as $[\mathrm{tl}, \mathrm{dl}]$, presumably because of the absence of the sequence /tl, $\mathrm{dl} /$ in the adult language. The addition of R4c accommodates the situation but is not very elegant.

R4a'. $\quad \mathrm{C}_{[+ \text {sonorant, }+ \text { anterior }]} \rightarrow \mathrm{Opt} \varnothing / \mathrm{C}$ $\qquad$
R4b'. $\quad \mathrm{C}_{[+ \text {sonorant, }}$-anterior $] \rightarrow \mathrm{Obl} \emptyset / \mathrm{C}$ $\qquad$
R4c. $\quad \mathrm{C}_{[+ \text {sonorant, }}$ +consonantal, +lateral] $\rightarrow$ Opt [-lateral] $/ \mathrm{C}_{[+ \text {anterior, }}$-coronal] $\qquad$
R5, eliminating velars, is maintained unchanged.
R6, neutralising the voicing contrast, has disappeared except for some medial examples.

R7, neutralising coronals, is still complicated.
$/ \mathrm{t}, \mathrm{d} /$ are still realised systematically correctly, except that:
$/ \mathrm{t} / \rightarrow \quad$ [?] finally in free variation with [t] (bucket)
$/ \mathrm{t} / \rightarrow \quad$ [d] sporadically intervocalically (water, Weetabix) and once finally (white)
$/ \mathrm{t} / \rightarrow \quad\left[\mathrm{t}^{\mathrm{s}}\right]$ sporadically for initial $/ \mathrm{tr} /(\text { tree })^{34}$
$/ \mathrm{d} / \rightarrow \quad[\mathrm{t}]$ once (read)
$/ \mathrm{s} / \rightarrow \quad[\mathrm{s}]$ without exception in initial position, but medially all of $[\mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{z}]$ occur, respectively (nicely, listen, inside, sausage), and finally all of [t, d, s] occur, respectively (mouse, this, this)
$/ \mathrm{z} / \rightarrow \quad[\mathrm{z}]$ without exception in initial position, but medially both $[\mathrm{d}, \mathrm{z}]$ occur, respectively (bulldozer, puzzle), and finally all of $\left[\mathrm{d}, \mathrm{z}, \mathrm{d}^{\mathrm{z}}\right]$ occur, respectively (is, has, secateurs)
$/ \mathrm{s} / \rightarrow \quad[\mathrm{s}]$ without exception in initial position, but medially and finally all of [d, t, s] occur, respectively (washing, injection, Joshi; push, brush, squash)
/3/ did not occur initially, but became $[\mathrm{z}]$ or $\left[\mathrm{d}^{\mathrm{z}}\right]$ medially and finally, respectively (television, tape-measure; garage)
$/ \mathrm{t} / / \rightarrow \quad\left[\mathrm{t}^{\mathrm{r}}, \mathrm{t}^{\mathrm{s}}\right]$ initially (check, cherry); $\left[\mathrm{t},{ }^{\mathrm{T}} \mathrm{d}, \mathrm{s}\right]$ medially (kitchen, Richard, crunchy) and [ $\left.\mathrm{t}, \mathrm{t}^{\mathrm{s}}, \mathrm{ts}\right]$ finally (watch, lunch, each)
$/ \mathrm{d} 3 / \rightarrow\left[\mathrm{d}, \mathrm{d}^{\mathrm{r}}, \mathrm{d}^{\mathrm{Z}}\right]$ initially (juice); [d, z, d$\left.{ }^{\mathrm{Z}}\right]$ medially (engine, pigeon, Angela) and [d, z] finally (page, bandaged)
$/ \theta / \rightarrow \quad[\mathrm{s}]$ initially, it didn't occur medially, and as any of $[\mathrm{t}, \mathrm{f}, \mathrm{s}]$ finally (cloth, mouth, teeth)
$/ \partial / \quad \rightarrow \quad$ zero initially with sporadic exceptions: $[\mathrm{d}, \mathrm{z}]$ (there); [d, z] medially (brother, together) and [d] finally (with)
$/ \mathrm{r} / \rightarrow \quad[\mathrm{r}, \mathrm{w}]$ both initially and medially (roof, tomorrow)
/1/ was realised correctly in all positions but was occasionally vocalised to [u] finally, and was deleted when part of a cluster (film, only)
/n/ was invariably correct
/j/ was systematically [1] initially and medially except for one occurrence of [j] (Janneke)

34 If $Z$ is analysing clusters as unitary onsets rather than as sequences of phonemes, this may not be the appropriate description; rather the onset $/ \mathrm{tr} /$ is realised as $\left[\mathrm{t}^{\mathrm{s}}\right]$.

The behaviour of $/ \mathrm{s}, \mathrm{z}, \int, 3$ is accommodated by making the first line of $\mathrm{R} 7 \mathrm{a}^{\prime \prime}$ optional:

R7a'' ${ }^{\prime} . \quad[+$ coronal, + strident, + continuant $] \rightarrow$ Opt (i) $[-$ continuant, + anterior $] / \mathrm{V}$ $\qquad$
(ii) [+anterior]

The behaviour of $/ \theta, \delta /$ is accommodated by omitting reference to [coronal] in the second line of $\mathrm{R} 7 \mathrm{~b}^{\mathrm{\prime}}$, and adding a reference to the same feature in the last line:

R7b ${ }^{\text {' }}$. (i) [+coronal, - sonorant, - strident, + continuant, + voice $] \rightarrow \varnothing / \#$ $\qquad$
(ii) [+coronal, -sonorant, -strident, +continuant, -voice] $\rightarrow$ [+strident] / \# $\qquad$
(iii) [+coronal, -sonorant, - strident, + continuant $] \rightarrow[-$ continuant, $\pm$ coronal $]$

The behaviour of $/ \mathrm{t} \int, \mathrm{d} 3 /$ is less straightforwardly dealt with, especially if the intuition is correct that Z is dealing in terms of the notion (complex) onset, and that affricates have been assimilated to this category. In that case the previous R7c', repeated here:

R7c'. $\quad[+$ coronal, - continuant $] \rightarrow<$ Opt $>[<-$ delayed release $>,+$ anterior $]$
would need to be replaced by a rule specifying that adult complex coronal onsets are replaced by Z's equivalent complex coronal onset. There is no satisfactory way of doing this in a traditional rule-based analysis, so I leave it unformulated. ${ }^{35}$ I also have ignored in the formulation the phonetic detail of the non-initial realisation of adult affricates.

R8, coronalising labio-dentals, is no longer operative.
Stage 9: Sessions $94-108$. Age 2 years $91 / 2$ months to 3 years and $1 / 2$ month.

Z's cognitive development was reflected in the fact that, appropriately for his age, he 'failed' the Sally-Anne test. During session 101 I 'hid' his grandmother's glasses in place X with her and Z both watching. She was sent out of the room, the glasses were moved to place Y and, after establishing that Z remembered where they had been put first, I asked "Where do you think Grandma will look for them?" He replied instantly "place Y" and, when I asked "Why?", he replied "Because you put them there."

He was also developing considerable metalinguistic awareness. One example occurred when he overheard me telling a friend how he ( Z ) (pretended that he) was Bob the Builder in the morning and Fireman Sam in the afternoon. He immediately asked why I had said 'the afternoon' rather than 'this afternoon'.

35 See also the preceding footnote. OT frequently refers to the notion (complex) onset, but even here there is to my knowledge no elegant way of capturing the conversion of a coronal affricate and a sequence of a coronal plosive followed by $/ \mathrm{r} /$ to the same affricated output.

His own odd pronunciation of (this) afternoon (see the diachronic lexicon) suggests that he had probably represented it as an unstructured phrase.

Syntactically he was progressing rapidly, while still making age-appropriate mistakes in e.g. the usage of ask and tell and the construction of possessives. For instance in sessions 94 and 95 he produced [hu: iz dætiz hæt] - whose hat is that? (Literally: Who is that's hat?), and [wi: tæn tel d ${ }^{\mathrm{r}} æ \mathrm{ma}$ : if si: wonts s $\wedge \mathrm{m}$ letis] - we can tell (sic, scilicet 'ask') Grandma if she wants some lettuce.

By the end of this stage $/ \int, 3 /$, and marginally $/ \mathrm{t} \mathrm{f} /$, were beginning to appear appropriately. The affricates [ts, dz$]$ were used more consistently for $/ \mathrm{t} \int, \mathrm{d} 3 /$, and also for the adult clusters $/ \mathrm{tr}, \mathrm{dr}, \mathrm{gr} /$. Despite this progress his treatment of clusters and the continued neutralisation of velars resulted in many adult forms being realised identically - e.g. [ai tæn traim on ə tre: trai? 'ixzilii] I can climb on a chair quite easily. He now (e.g. session 104) often spoke on an ingressive air-stream mechanism (with no voicing), as he ran out of breath. Presumably this was an ad hoc strategy to overcome his only partial control of 'speech breathing' (Messum, 2007).

Syllable structure was still adequately represented by the formula $\left(\mathrm{C}^{(\mathrm{w} / \mathrm{r} / \mathrm{l}}\right) \mathrm{V}$ $(\mathrm{C}(\mathrm{C})$ ), though there were indeterminacies occasioned by the status of some 'clusters': that is, whether the complex articulations [ts] and [ $\mathrm{t}^{\mathrm{s}}$ ] should be treated as one segment or two. The pronunciation [dets] for gets (where [t] and [s] belong to different morphemes) is intuitively a sequence of two consonants, but the pronunciation [tiPtsin] for kitchen (where the same complex articulation [ts] is the reflex of the single adult phoneme $/ \mathrm{t} \mathrm{f} /$ ) is intuitively unitary. Similarly, Z's identical treatment of the initial elements $/ \mathrm{d} 3 /$ and $/ \mathrm{gl} /$, as in jump and Glasgow (respectively [drəmp] and [dræzdəu]), is analytically opaque. If it is correct to claim that the child does not have his own system in any meaningful sense (see the discussion in ch. 5 and the remarks on medial clusters immediately below), the question does not arise: his representations are adult-like and his pronunciations are simply a function of processes without any psychological (i.e. cognitively represented) status.

The inventory of consonants in Z's output was the same as at stage 8, with the addition of [ $J$ ] and [3], the reappearance of [j], and the consolidation of [ t$]$ ], namely: $\left[\mathrm{p}, \mathrm{t}, \mathrm{b}, \mathrm{d}, \mathrm{m}, \mathrm{n}, \mathrm{s}, \mathrm{z}, \int, 3, \mathrm{t} / \mathrm{ts}, \mathrm{dz}, \mathrm{f}, \mathrm{v}, \mathrm{w}, \mathrm{r}, \mathrm{l}, \mathrm{j}, \mathrm{h}, ~ \mathrm{i}\right]$. All of these occurred in initial position throughout the stage, except $\left[\mathrm{P}, 3, \mathrm{t} \int\right]$. [ J$]$ appeared from session 106. All occurred medially except $[\mathrm{h}] ;[\mathrm{S}, 3]$ appeared from session 106 on. All occurred finally except [w, r, j, h]. Again, [ $\int$, t $\left.\int\right]$ only appeared from sessions 106 and 108 on. The presence of [j] is somewhat dubious: with the single exception of Janneke it appeared only as a transitional element in examples like wire. There was, as before, considerable phonetic variation,
with e.g. the affricates $\left[\mathrm{t}^{\mathrm{s}}, \mathrm{d}^{\mathrm{Z}}\right]$ alternating with (and usually appearing earlier than) $[\mathrm{ts}, \mathrm{dz}]$. The fricatives $\left[\int, 3\right]$ and the affricate $[\mathrm{t}]$ ] appeared sporadically right at the end of the stage, the latter replacing [ts].

The previous initial clusters were $\left[\mathrm{dr}, \mathrm{t}^{\mathrm{r}}, \mathrm{br}, \mathrm{b}^{\mathrm{r}}, \mathrm{b}^{1}, \mathrm{pl}, \mathrm{p}^{1}, \mathrm{p}^{\mathrm{w}}, \mathrm{f}^{\mathrm{r}}, \mathrm{f}^{\mathrm{w}}\right]$, and if affricates are treated as clusters, this inventory should be extended to include [ts] and [dz]. These combinations were extended in two ways: first, some of these clusters were used for 'new' adult forms: [dr] for /gl, $\mathrm{dj} /$, [br] for /bl/, [ts] for $/ \mathrm{tj} /$, $[\mathrm{fr}]$ for $/ \mathrm{fl} /$, $[\mathrm{tr}]$ for $/ \mathrm{str} /$, $[\mathrm{fw}]$ for $/ \mathrm{fl} /$; second, $\left[\mathrm{s}^{\mathrm{r}} / \mathrm{sr}\right]$ appeared for the first time for all of $/ \mathrm{fl}, \mathrm{sl}, \mathrm{str} / .^{36}$ The only changes to final clusters were the addition of two three-member clusters [nts] (for $/ \mathrm{nts} /$ and $/ \mathrm{yks} /$ ) and [ntf] for $/ \mathrm{nt} \mathrm{f} /$, and the extension of pre-existing clusters to new adult forms: e.g. [lt] for /lt/ (previously used for /lf, ls, lk/).

Medial clusters were still just a combination of current codas with current onsets, giving rise e.g. to both [ms] (something) and [sm] (Christmas). As these combinations became more complex there were more possibilities including triconsonantal sequences - [ltl, nst, n?l, zbr, ndr, ntr, pdz] (for Ilkley, monster, sprinkler, raspberries, hungry, control, flapjack) where the syllable boundary occurs after either the first or second element [p.dz, z.br] versus [lt.l, nP.l] respectively. If an analysis in terms of codas and onsets is correct, this implies that the sequence [nst] (as in monster) must be syllabified as [ns.t] and not [n.st], as initial [st] clusters didn't appear until session 126; at this stage Mr Strong is still [mistr tron]. There were no examples of quadri-consonantal sequences.

R1a, deleting unstressed non-initial syllables, long dead for disyllables, is virtually dead for everything. The only items with incorrect syllabification are ambulance ['æmbins], everything ['عvrin] and decided ['saidid]. Two other examples, machines [ $\mathrm{\rho}$ 'si:nz] and control [ən'troul], kept the unstressed syllable but lost the initial consonant. There is no longer justification for postulating a rule.

R1b, deleting unstressed initial syllables, is dead.
R2, deleting final consonants, is dead.
R3', deleting initial /s/ before obstruents, remains unchanged except for the single example of [sr] (in [sreit]) for /str/ (straight) from session 107. Even this usually occurred as [treit].

R4, is still complicated. Previously (stage 8) we had the rules (cf. p. 86 above):
R4a'. $\quad \mathrm{C}_{[+ \text {sonorant, } \text {, anterior }]} \rightarrow \mathrm{Opt} \quad \varnothing / \mathrm{C}$ $\qquad$

R4b'. $\quad \mathrm{C}_{[+ \text {sonorant, }, \text { anterior }]} \rightarrow \mathrm{Obl} \quad \varnothing / \mathrm{C}$
R4c. $\quad \mathrm{C}_{[+ \text {sonorant, }}+$ consonantal, +lateral] $\rightarrow$ Opt [-lateral] $/ \mathrm{C}_{[+ \text {anterior, }, \text { coronal }]}$
At the beginning of stage 9 there were still a few examples of free variation between [C] and [C ${ }^{\text {son }}$ ] (play as [pei] or [plei]; crusher as ['t $\uparrow \mathrm{s} ə$ ] or ['tr $\Lambda \mathrm{s} ə$ ]), but by the end of the stage virtually all adult clusters were realised with a cluster, suggesting that R4a' had disappeared, and that R4b' is optional. However, there are additional asymmetries: $/ \mathrm{kw} / \mathrm{and} / \mathrm{tw} /$ were both realised as [tr], with no exception; $/ \mathrm{kl} /$ and $/ \mathrm{gl} /$ were realised as [tr] and [dr], again with no exception. Given the impossibility of /tl/ this is perhaps not surprising, but it is none the less of interest especially as, significantly, [tr] and [dr] were also used for $/ \mathrm{t} \mathrm{f} /$ and $/ \mathrm{d} 3 /$ - i.e. for phonemically unitary onsets. /pl/, /bl/ and /fl/ were realised as [pl, $\mathrm{pr}],[\mathrm{bl}, \mathrm{br}]$ and $[\mathrm{fl}, \mathrm{fr}, \mathrm{fw}]$ respectively. ${ }^{37}$ Clusters with a post-consonantal /r/ (/pr, br, fr, kr, tr, dr/) occurred exclusively with [Cr], never [Cl]: good evidence, as argued earlier, that Z had the adult pronunciation for his lexical representation. /gr/ was realised as [dr] or [dz] (Grandpa); once or twice /dr/ surfaced as [dz] (drink). Examples with post-consonantal/j/ were rare, but usually appeared with a bare obstruent ([t] rescued; [s] suitcase); [dr] Duplo or [ts] tuna. These facts suggest that R4c was being generalised to apply not just to laterals after labial consonants but to all post-consonantal sonorants. Accordingly, we now have the following:

R4a'. Disappeared.
R4b' ${ }^{\prime} . \mathrm{C}_{[+ \text {sonorant, }}$-anterior $] \rightarrow$ Opt $\varnothing / \mathrm{C}$ $\qquad$
R4c'. $\quad \mathrm{C}_{[+ \text {sonorant }} \rightarrow$ Opt [r] / C $\qquad$
The appearance of the affricates [ts, dz], with the putative need to make reference to onsets such as $/ \mathrm{gr} /$ as gestalts, is less amenable to simple formalisation.

R5, eliminating velars, is maintained unchanged.
R6, neutralising the voicing contrast, has disappeared.
R7, neutralising coronals, allows considerably less variation than at the previous stage.
$/ \mathrm{t}, \mathrm{d}, \mathrm{l}, \mathrm{n}, \mathrm{s}, \mathrm{z} /$ are systematically correct in all positions, except that occasionally:
$/ t / \rightarrow[?]$ medially and finally in free variation with [t] (batteries, bucket).
$/ \int /$ is realised as [s] in all positions. At the end of the stage it begins to appear as [c] or [J], again in all positions.
$/ 3 /$ occurred only medially as [z] (courgette). ${ }^{38}$
$/ \mathrm{t}$, $\mathrm{d} 3 /$ occurred as $[\mathrm{ts}, \mathrm{dz}]$ in all positions, and as $[\mathrm{tr}, \mathrm{dr}]$ initially.
$/ \theta$ / was realised as [s] in all positions; initially once as [f].
$/ \partial /$ was realised as zero initially, and as [d] or [z] medially.
/r/ was realised as [r] or [w] initially and medially; occasionally as zero medially (very).
/j/ was realised as [1] (yet, yellow) or zero (you, use) initially. [j] occurred medially for part of /aıə/ in wire.

These changes suggest that line (i) of R7a'" has disappeared while line (ii), fronting $/ \int, 3 /$ to $[s, z]$, is retained. $R 7 b^{\prime \prime}$, deleting initial $/ \delta /$, is maintained, but line (ii), changing $/ \theta /$ to $[\mathrm{s}]$ initially, is now context free, and line (iii), changing $/ \theta, \mathrm{d} /$ to $[\mathrm{t}, \mathrm{d}]$, is now restricted to $/ \mathrm{J} / . \mathrm{R} 7 \mathrm{c}^{1}$, converting $/ \mathrm{t} \mathrm{f}, \mathrm{d} 3 /$ to $[\mathrm{t}, \mathrm{d}]$, keeps the reference to [anterior] but loses the specification for [delayed release] as the forms produced are indeed affricates, but [ts, dz] rather than [tf, d3]. I have left the other changes unformalised. We now have:

```
R7a'"'. [+coronal, +strident, +continuant] }->\mathrm{ [+anterior]
R7b'''. (i) [+coronal, -sonorant, -strident, +continuant, +voice] }->\varnothing/
    (ii) [+coronal, -sonorant, -strident, +continuant, -voice] }->[+\mathrm{ strident]
    (iii) [+coronal, -sonorant, -strident, +continuant, +voice] }->\mathrm{ Opt
        [-continuant]
R7c''. [+coronal, -continuant] }->\mathrm{ [+anterior ]
```

RR8ff. are all dead.
Stage 10: Sessions 109-16. Age 3 years and $1 / 2$ month to 3 years and 2 months.

A good indicator of Z's cognitive development is given by an example of his retrieval from long-term memory in session 112 . We were playing and came across some juggling clubs. Z asked what they were and I said "clubs - for juggling". Long pause, then he said: "Like Uncle Ivan does." It was several months since he had last heard that Ivan juggled.

However, the most striking aspect of this stage was the manifestation of his metalinguistic abilities as exemplified by his identification of the initial segment(s) of a large variety of words, for each of which he said: "It begins with ...". See the discussion in chapter 5, section 5.1.6.

The inventory of consonants in Z's output was [p, t, b, d, m, n, s, z, $\theta$, ð, $\left.\int, 3, t \int, d_{3}, f, v, w, r, 1, h, ?\right]$. All of these occurred initially except $[\theta, ð, 3$, ?]; all occurred medially except $[\theta, ð, h]$; and all occurred finally except [w, r, d3, h]. These omissions appeared to be systematic except for the absence of [d3] finally, which I take it was an accidental gap, though as exactly the same pattern persisted through the next stage, this assumption may be wrong. Thus, $Z$ now appeared to have the full consonantal inventory of adult RP except for the palatal glide $/ \mathrm{j} /$ (one example, usually, occurred) and the velars $/ \mathrm{k}, \mathrm{g}, \mathrm{y} /$. However, this description is somewhat misleading as $[\theta, ð]$ occurred only marginally; ${ }^{39}$ all the palato-alveolars ( $\left[\int, 3, \mathrm{t} \int, \mathrm{d} 3\right]$ ) were in frequent free variation with [s, $¢$; z ; ts, $\mathrm{t}^{\mathrm{s}}, \mathrm{t}$ ¢ $; \mathrm{dz}, \mathrm{d}^{\mathrm{z}}$ ] respectively; [3] occurred infrequently (and in one word, siren, it appeared for adult $/ \mathrm{r} /$ ). Most strikingly, not only did $/ \mathrm{J} /$ get realised as any of $\left[\mathrm{s}, \mathrm{\int} / \mathrm{c}\right]$ (Joshua, sheep, respectively), but [ J ] occurred not just for $/ \mathrm{J} /$ but also sporadically for all of /sl, sm, sw/ (sleep, small, swing). As before, Z appeared to be generalising over 'onsets'.

Assuming that affricates were single segments and not sequences, the previous initial clusters were $\left[\mathrm{dr}, \mathrm{t}^{\mathrm{r}}, \mathrm{br}, \mathrm{b}^{\mathrm{r}}, \mathrm{b}^{1}, \mathrm{pl}, \mathrm{p}^{1}, \mathrm{p}^{\mathrm{w}}, \mathrm{f}^{\mathrm{r}}, \mathrm{f}^{\mathrm{w}}, \mathrm{sr}\right]$. These were now supplemented by the incipient sporadic use of $[\mathrm{Sl} / \mathrm{fr}]$ for $/ \mathrm{sl} /$, and of [ $\mathrm{s}^{\mathrm{w}}, \mathrm{sn}, \mathrm{sm}$ ] for /sw, $\mathrm{sn}, \mathrm{sm}$ /, though none of these was fully established, as such clusters all usually reduced to [s]. Some of the earlier clusters were extended in their usage, e.g. [pr] being used for / pj/. The only change to the set of final clusters was the addition of [-bz] and [-lvz], probably the filling of random gaps.

Medial clusters, as before, were best described as a combination of current codas with current onsets. The codas found were: $[p, b, t, d, f, s, m, n, l, ?]$; the onsets found were: [p, b, t, d, f, s, m, n, w, r, l, tr, dr, tf, d3], and gaps would appear to be non-systematic.

R1 and are both dead.
R2
R3', deleting /s/ before obstruents, is still operative initially, but not word-internally: contrast e.g. spider and starving with newspaper and yesterday.

R4, deleting post-consonantal sonorants, is disappearing. The only remnants are: first, that $/ \mathrm{j} /$ is systematically deleted (new, newspaper, piano), though /pj/ appears sometimes as $[\mathrm{pr}]$ so that $\mathrm{R} 4 \mathrm{c}^{\prime}$ seems to be generalising; second, /pr/ appeared as $[\mathrm{p}]$ in two complex words (pretend, temperature) and /fi/ appeared
once as [f] (fly); ${ }^{40}$ post-consonantal /l/ usually surfaces as [r]: only plants occurred with [pl]. Otherwise we have:

```
/kl, kr, tr, kw, skw, tw/ appear as [tr]
/gl, gr, dr/ appear as [dr]
/pl, pr/ appear as [pr]
/bl, br/ appear as [br]
/fl, fr, }0\textrm{r}/\mathrm{ appear as [fr]
/vr/ appears as [vr], and
/sl/ appears as [sr].
```

The basic facts are captured by eliminating R4b and leaving R4c' unchanged. However, things are not quite as straightforward as this may suggest: /kl, kr/ also appeared as [ts/t f$]$, /gr/ sometimes surfaced as [d3], and $/ \mathrm{t} \int /$ and $/ \mathrm{d} 3 /$ as $[\mathrm{tr}]$ and [dr]. Again it looks as if Z is manipulating (classes of) onset rather than sequences of phonemic segments. The main generalisation is still given by R4c':

R4c'. $\quad \mathrm{C}_{[+ \text {sonorant }]} \rightarrow \mathrm{Opt}[\mathrm{r}] / \mathrm{C}$ $\qquad$
but how to capture the 'natural classes' /d3, gr/ (both become [dr]) and /t $\mathrm{f}, \mathrm{kr} /$ (both become [tr]) is not obvious. A simple treatment of the syllable as in (9a) or (9b):

allows for feature constraints on the C (allowing stops to be separated from fricatives, and labials from dorsals and coronals), but leaves unaddressed the problem of the parallelism between [ t ] ] and [tr, kl], etc. [kl] is intuitively to be analysed as in (9a), [tf] as in (9b). It may not be irrelevant that Z seemed systematically to progress from an articulation as in (9b) to one as in (9a): early $\left[\mathrm{t}^{\mathrm{r}}, \mathrm{d}^{\mathrm{r}}\right]$ becoming later [tr, dr]. Whatever the correct longitudinal analysis may be, it seems reasonably clear that Z provides some evidence against Yip's (2003: 782) claim that: " $[i] n$ the absence of positive evidence for the need to refer to $\mathrm{O} /$ R constituent structure, Occam's razor demands that we excise them from the entities available to the grammar". The moraic models that Yip discusses (see further below) fail to make the $\mathrm{Cl} / \mathrm{r}$ sequence a constituent and so render Z's development opaque.

R5, eliminating velars is maintained unchanged.
R6 is dead.

At the beginning of the stage the rules subsumed under R7, accounting for coronals, were virtually unchanged. By the end of the stage there was a tendency for the palato-alveolars ( $/ \int, 3, \mathrm{t} \int, \mathrm{d} 3 /$ ) to be correctly pronounced, suggesting the elimination of R7a' ${ }^{\prime \prime \prime}$ and R7c' ${ }^{\prime \prime}$. By contrast, R7b' ' , accounting for the behaviour of $/ \theta /$ and $/ \partial /$, is essentially unchanged: there was one (elicited) occurrence of $[\theta]$ finally, and / $/$ / was still produced as zero initially and as any of [ $\partial, \mathrm{d}, \mathrm{v}]$ finally (all for with). In addition, there were still glottal stops in free variation with [ t$]$ in medial and final position; /r/ still occurred as [r] or [w] initially and as [r] or zero medially; / j / was consistently [1] initially but zero in you, your, yours, yourself.

The remaining rules have disappeared.
Stage 11: Sessions 117-28. Age 3 years 2 months to 3 years 4 months.
Cognitively, his development still seemed to be age-appropriate. In session 120 I carried out a conservation-of-volume experiment. After establishing that he would judge correctly whether two identical cups had the same or differing amounts of water in, I then poured the contents of those he deemed to be the same into two receptacles - short fat and tall thin. Predictably, Z failed, saying that the tall thin container had more in. By contrast, in session 124 he demonstrated resistance to the deceptiveness of a standard illusion, responding [e: a seim] - they're the same to the question "Which of these [two curved rails] is bigger?", when these were arranged to appear visually different.

Syntactically, his progress was similarly normal. For instance, he was tested for his understanding of minimal pairs of the type: Can you give the dino the dog? / Can you give the dino to the dog? and performed without error. Similarly, tough-movement became established: e.g. [tofs a: i:zi: sinz to det] - Coughs are easy things to get.

This stage saw a further considerable number of metalinguistic judgements and, from session 125 on, the emergence of the first [ sC ] clusters.

The inventory of consonants in Z's output was [p, t, b, d, m, n, s, z, $\int, 3, t \int, \mathrm{~d} 3$, $\mathrm{f}, \mathrm{v}, \mathrm{w}, \mathrm{r}, 1, \mathrm{~h}, \mathrm{?}]$ : that is, the same as at the preceding stage except that the incipient appearance of $[\theta, ð]$ was not maintained. [j] occurred marginally in a couple of words but was not yet under control. All of the consonants occurred initially except [ $3,3, \mathrm{t}]$ ]; all occurred medially except [ h$]$; and all occurred finally except [w, r, d3, h]. These omissions appear to be systematic - even the absence of [d3] finally (cf. the previous stage) where it is typically replaced by [3]. There are still some interesting anomalies: $/ \mathrm{gr} / \rightarrow[\mathrm{d} 3]$ (grown-up) but
$/ \mathrm{d} 3 / \rightarrow[\mathrm{dr}]$ (Josh). As before, $/ \mathrm{st} /$ is produced correctly finally (August) but loses the /s/ initially (start), but some [sC] clusters appear. Indeed, by the end of this stage, Z had complex forms like [spræft] and [sprint] for splashed and splint, but still could not say [ka:] (produced as [ta:]).

Given the absence from the adult phonological system of $/ \boldsymbol{?} /$ but its pervasive and persistent appearance in Z's output over a period of nearly two years, it is appropriate to see at this stage, when his productive performance is more transparent, what its analysis should be. The most usual source for [?] is $/ \mathrm{k} /$, so it is tempting to see [?] simply as Z's equivalent of $/ \mathrm{k} /$, but such an account is inadequate to the facts. In this stage I noted 59 instances of [?]. Of these, 4 replaced medial/k/ (bucket, picnic, Zachary [twice]; 29 (22 words) replaced final $/ \mathrm{k} / ; 13$ ( 11 words) replaced $/ \mathrm{k} /$ in medial or final clusters ( $/ \mathrm{kl}, \mathrm{kr}, \mathrm{ks}, \mathrm{kt}$, ŋk/ - chocolate, quickly; secret; blocks, fireworks, injection, mixer, oxygen; Connector, doctor; think); 11 (8 words) replaced final /t/ (bit, bucket, can't, fart, got, not, quite, that) and 2 occurred as reflexes of / $\mathrm{f} /$ (kitchen, march). There were also four words in which final $/ \mathrm{k} /$ was replaced by [ t (clock, earthquake, make, walk). I conclude that the simplest account is one where $/ \mathrm{t}$, k / are merged (by the operation of R5) and the result is subject to phonetic variation.

In initial clusters there was some phonetic variation in the appearance of [fr] for $/ \mathrm{fl} /$ and $/ \theta \mathrm{r} /$ (earlier [ $\mathrm{f}^{\mathrm{r}}$ ] for both), of [s:m] for $/ \mathrm{sm} /$ (earlier [ $\left.\mathrm{s}(\mathrm{m})\right]$ ), and of [ tr ] and $[\mathrm{pr}]$ for $/ \mathrm{stj} /$ and $/ \mathrm{spr} /$ respectively. ${ }^{41}$ The most salient change, however, was the appearance for the first time of [s] + obstruent clusters: [sp] for /sp/, [spr] for $/ \mathrm{spl} /$, [st] for $/ \mathrm{sk} /$ and $/ \mathrm{st} /$, and [str] for all of $/ \mathrm{str}$, skw, skr/. The appearance of these clusters was fairly abrupt (see the discussion under R3 below), and the first few occurrences were typically produced with some effort with a lengthened [ s ], as in [s:peis] and [ $\mathrm{sit}^{\mathrm{h}} \supset \mathrm{p}$ ] for space and stop. It is striking that triconsonantal clusters appeared at the same time as bi-consonantal ones, and that these exemplified the same use of [r] for all post-consonantal sonorants as with simple clusters. The only new final cluster was [3d] for $/ \mathrm{d} 3 \mathrm{~d} /$ in damaged, notable only because it illustrates the same replacement of $/ \mathrm{d} 3 /$ by [3] as occurred elsewhere.

Medial clusters remain a simple function of coda + onset, though this simple statement conceals two interesting points. First, as both codas and onsets can be segmentally complex this predicts, correctly, the occurrence of clusters of four elements: [-nzpr-] as in transplant. Second, the decision as to the location of the syllable boundary between coda and onset is not always transparent. In the case
of e.g. [?r] (as in secret) it is clear that the syllabic division must be [?.r] ([?] never appears in an onset); in the case of [fr] either [f.r] or [.fr] (i.e. no coda constituent) may be appropriate, and indeed both may be correct for examples with different stress patterns and/or different morphological structure (e.g. Africa and afraid respectively). In the case of [nd] the converse situation may obtain: i.e. [n.d] or [nd.] with no onset (as perhaps in bandage). Only instrumental data, sadly unavailable, might help to decide.

R3 became optional in initial position from session 125 and then disappeared. There were 35 relevant items all without [s] up to session 124; thereafter there were 10 items without [s] and 16 with [s], including several doublets (e.g. scrambled (egg), some with self-correction: ['stræmbəl ' $\varepsilon d /$ 'træmbəl ' $\varepsilon \mathrm{d}]$ ). Only [p] and [t] occurred following [s], with [st] covering /sk/ as well as /st/. Triconsonantal sequences were usually maintained with $[r]$ for the post-consonantal sonorant. As expected, $/ \mathrm{sC} /$ clusters continued to be correctly produced medially and finally throughout the stage (August, yeast, plaster, basket, etc.). Z had no words in his vocabulary with initial /sf/ or $/ \mathrm{s} \theta /$; but medially $/ \theta /$ was realised as [s] before obstruents (birthday, earthquake).

$$
\text { R3'. } / \mathrm{s} / \rightarrow \text { Opt } \varnothing \quad / \# \ldots \mathrm{C}_{[- \text {sonorant }]}
$$

The deletion of post-consonantal sonorants is restricted to /j/ (human, William, computer), but otherwise all post-consonantal sonorants - even $/ \mathrm{j} /-$ are realised as [r] (Duplo, Tuesday, piano), as expressed by R4c', now no longer optional. The only examples of post-consonantal [1] are in aeroplane and playschool, except for three anomalous examples (sparkler, Piglet, spatula) where the [1] is almost certainly syllable initial. Accordingly we have:

R4c ${ }^{\prime \prime} . \mathrm{C}_{[+ \text {sonorant }]} \rightarrow[\mathrm{r}] / \mathrm{C}$
I leave unformalised the fact that all of $/ \mathrm{sl}, \mathrm{sw}, \mathrm{sm} /($ but not $/ \mathrm{sn} /$ ) surfaced as [ $[\mathrm{J}$, as did /fl/ once in flapjack.

R5, eliminating velars, is maintained unchanged.
R7, accounting for coronals, is mainly unchanged.
$/ \mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{z}, \mathrm{l}, \mathrm{n} /$ are realised appropriately in all positions, with the familiar alternation between [ t$]$ and [?] medially and finally for $/ \mathrm{t}, \mathrm{k} /$.
$/ \theta, ð /$ are realised as $[\mathrm{s}, \mathrm{z}]$ in all positions.
$\mathrm{j} /$ as before is zero or $[1]$ initially.
$/ \mathrm{r} /$ is usually $[\mathrm{r}]$ initially and medially but still occasionally appears as $[\mathrm{w}]$ initially (read) or zero intervocalically (very).
$/ \int, 3 /$ occur correctly medially and finally (although [3] usually represents $/ \mathrm{d} 3 /$ ) but $/ \mathrm{S} /$ is replaced by [s] initially (except one example each of should and
shave appearing as either [sud] and [seiv] or [Jud] and [Jeiv]). Strikingly, [ [J] occurs regularly initially but for $/ \mathrm{sl} /$ and $/ \mathrm{sw} /$ rather than for $/ \mathrm{J} /$.

Similarly, / $\mathrm{t} /$ / was realised correctly as [ t$]$ ] except initially where it was realised as [tr]. /d3/ occurred in initial position correctly as [d3] (e.g. Josh) or as [dr] (e.g. jungle); medially it was systematically correct; finally it occurred as [3]). This suggests that the only surviving part of this rule is the simplified second line of R7b' '", giving R7b"'":

R7b' ${ }^{\prime \prime}$ '. [+coronal, -sonorant, -strident, + continuant $] \rightarrow$ [+strident $]$
Stage 12: Sessions 129-41 Age 3 years 4 months to 3 years 7 months.
Cognitively, Z's arithmetic ability was progressing: on testing (with the Bob the Builder numbers game in session 135) he could correctly identify the numerosity of any set up to 10 and identify the correct numerical symbol to go with it.

In view of the remark about his mastery of tough-movement in the preceding stage it is interesting that his interpretation of such structures was not the same as the adult interpretation. In session 131 I tested him with easy-to-please examples ("Is Bob easy/difficult to see?" when Bob was lying face-down, face-up, blindfolded, etc.). He answered consistently with subject orientation (i.e. it was easy/difficult for Bob to see). I also tested him (session 135) for his mastery of compounds (Gordon, 1985) for which he consistently used the regular singular or an irregular plural: someone who eats spiders is a "spider eater", someone who eats elephants is an "elephant eater", but someone who eats mice is a "mice eater".

The highlight of this stage is that velars finally appear.
He began to use velars sporadically (e.g. ['græmpa:] for Grandpa) from session 129 , but the vast majority were still systematically replaced by the corresponding coronals (/t, $\mathrm{d} /$ ). This is despite the fact that he used e.g. [gæk] as a frequent nonsense word, and appeared to have no difficulty in producing it, or any need to concentrate to pronounce it. Yet he was still unable to imitate 'cake', producing it consistently as [teit] (session 132): that is, his lexical knowledge appeared somehow to inhibit imitation. In session 129 he was still using [d, t] for $/ \mathrm{g}, \mathrm{k} /$ more than 95 per cent of the time, and [n] for $/ \mathrm{y} / 100$ per cent of the time. Strikingly, the appropriate use of velars began in clusters and their appearance was hardly 'across-the-board'. A typical example of variability was recorded in session 130: ['drænma: on 'græmpa:] - Grandma and Grandpa, with no assimilation of the $/ \mathrm{n} /$ in and before the velar. By session 136 , when he had essentially mastered velars, he not infrequently used $[\mathrm{k}]$ for $/ \mathrm{t} /$ (before a syllabic [1]): ['hospikəl] for hospital; [leykəl] and even (once) [leŋtəl]
for lentil. A striking example of inconsistency was provided by his saying in the space of five minutes [likəl mınti:] for little monkey (referring to his brother), but [kıp $\partial \mathrm{v}$ tix] for cup of tea. This looks suspiciously like the perceptual problem that was characteristic of his father and has interesting implications for certain of his lexical representations.

The inventory of consonants in Z's output was [p, t, k, b, d, g, m, n, y, s, z, f, $\left.3, t \int, d 3, f, v, w, r, 1, j, h\right]$ : i.e. the adult system except for the absence of $[\theta]$ and [ð]. There were still one or two examples of [?] but it had almost gone. [k] and [g] appeared first initially and then medially and finally. [ y ] occurred only as an assimilated form before $[\mathrm{k}]$ or [g] (pink, longer); cf. his pronunciation [j^nə] for younger. [j] was gradually becoming established, but there was no example of $[\theta]$ and only one sporadic occurrence of [ð] (brother): / $\theta /$ was always replaced by [s],/ठ/ by [d] or [z]. Clusters and complex segments were still subject to considerable variation: for instance, $/ \mathrm{d} 3 /$ was usually correct as in jug ([d3^d]) but was sometimes realised as [dr] in Josh and job, whereas /dr/ itself was realised as [d3] in dragon ([dzægən]). This too may reflect perceptual confusion as well as articulatory incompetence, though his pronunciation of dragon a year earlier as [drædən] makes it hard to be sure.

Except for clusters involving the still non-existent $[\theta]$ this stage saw the first appearance and general consolidation of all the remaining initial clusters of the adult language. First [gr] appeared and then [kr] (for both $/ \mathrm{kr} /$ and $/ \mathrm{kw} /$ ); then all of [gl, kl, kw, pj, sl, sk, skr, sw, skw, skj, stj]. ${ }^{42}$ Remaining gaps such as [bj] are presumably accidents of Z's vocabulary. Despite this progress there were still many instances of incorrect reflexes for adult clusters: of sequences already established, [tr] now appeared for $/ \mathrm{t} j /$, [st] for $/ \mathrm{stj} /$ and $[\mathrm{str}]$ for $/ \mathrm{stj} /$. New clusters (new at least in terms of phonetic detail) were [stf] for /skw/, [s:w] for/sw/ (repeating an earlier trend for lengthened pre-consonantal $[\mathrm{s}]$ ) and $\left[\mathrm{sk}^{\mathrm{h}}\right]$ for $/ \mathrm{sk} /$. The only new final clusters were the appropriate [ks, kt, gz, sk, yk, yks]. Again, remaining gaps appear to be accidental. As before, medial clusters are a function of coda plus onset and included: [kl, kt, ks, sk, skj, ŋk, ŋkr] in chocolate, tractor, oxygen, stethoscope, rescue, monkey, concrete. ${ }^{43}$

R3' deleting pre-obstruent /s/, having become optional now gradually disappears.
R4c' converting post-consonantal sonorants to [r], is still operative but, crucially, only when the sequence $[\mathrm{Cr}]$ corresponds to a licit sequence $/ \mathrm{Cr} /$ in the adult

42 For the exact sequence of appearance, see the Appendix on 'Clusters' (section 7.1).
43 There was as usual some phonetic variation: [ $\left.{ }^{?} \mathrm{ks}\right]$ for $/ \mathrm{ks} /$ in oxygen; [ nkr$]$ for $/ \mathrm{ykr} /$ in concrete.
language. Thus [tr] appears for $/ \mathrm{kw} /$ and $[\mathrm{pr}]$ for $/ \mathrm{pj} /{ }^{44} \mathrm{but} / \mathrm{nj} /$ (as in knew ) and /hj/ (as in huge, human) were produced as [ n ] and [ h$]$. It was operative until about session 133 when post-consonantal [1] was (re-)established, and until the end of the stage for post-consonantal [w], which appeared sporadically from session 140. Post-consonantal [j] appeared towards the end of the stage.

R5, eliminating velars, finally became optional. Note that the first appearance of [g] was in Grandpa, one of the earliest and most practised words. This would be unexpected if the claim (e.g. by Hayes, 2004; see the discussion on p. 29) that the earliest established words are the last to conform to new patterns is correct.

R7 still eliminates the inter-dentals but is dying. The properties of the anomalous clusters described above are left unformalised.

Stage 13: Sessions 142-54. Age 3 years 7 months to 4 years.
Finally, the remaining elements of the adult system appeared with the mastery of inter-dentals and, by his fourth birthday, Z was close to the adult system, but even at this time there were a number of notable deviations from the target.

Initial / $\mathbf{\delta} /$ was still consistently zero, though it was beginning to appear correctly both medially and finally. There was one occurrence of [ðə] for the in session 154.
$/ \theta /$ likewise was still usually replaced by [s], but there were occurrences of $[\theta]$ in all positions, even initially in session 154.
$/ \mathrm{y}$ / was invariably $[\mathrm{n}]$ in the progressive form of verbs, but was beginning to appear correctly as [ y$]$ elsewhere: e.g. long and strong at session 149.
$/ \mathrm{J} /$ was still occasionally replaced by [s] in all positions except finally (vanished, special, sharp)

One example of initial /sf/ was realised as [f].
There were one or two random, idiosyncratic mispronunciations: e.g. [wait] and [faił] for wire and fire - i.e. dark [ 1 ] for final [ə].

There were still some examples of $[\mathrm{t}]$ for $/ \mathrm{k} /$ and many hypercorrections involving velars: total, middle, gone ([gэŋ]).

There appeared to be a number of recidivistic pronunciations, probably with words that had no minimal pair and were either stored underspecified or were being corrected piecemeal over time. In either case they constitute counterexamples to my position. It may be that such perseverations as [win] and [tr $\wedge \mathrm{m}$ ] (for wing and crumb) are a function of the connectionist network needing time to be re-channeled or unlearned. If so, it should be the case that they should be
more common with (previously) more frequent words, with the least frequent being the least likely to perseverate. This is, of course, on the additional assumption that mini-networks are laid down for each lexical item. If this speculation is correct then it may be possible once again to defend the claim that perception is close to perfect.

There are no more regular, productive phonological rules. Z's acquisition of his segmental phonology is virtually complete.

## 5 The nature of the acquisition of phonology

All children are different, even - perhaps especially - father and son, but when it comes to language acquisition all seem to accomplish comparable tasks in roughly comparable time-frames. On the basis of my study of A, I made some fairly detailed and explicit claims and predictions about how children acquire phonology. I now look at the extent to which the study of Z constitutes a corroboration or a refutation of those claims.

As outlined in chapter 2, the main claims of APh were that the child's acquisition of phonology was rule-governed; his lexical representations were largely equivalent to the adult surface forms, which were related to his own pronunciation by an ordered series of realisation rules and phonetic detail rules. These rules conspired to bring about certain results and jointly helped to define his competence, but the child had no system of his own. These claims gave rise to a model in which perception played a minimal role, but this position was modified in the light of criticism and reanalysis to give a model which allocated an important, if minor, role to the child's perceptual abilities.

Several decades of research by others, together with my own revisiting of the terrain in the form of my study of Z, has reinforced some of these claims but has triggered a revision or reconceptualisation of others. The main conclusions can be summarised as in (1-3), each of whose sub-parts will be illustrated and justified in the following sections. Although conceptual issues raise technical problems, and sometimes vice versa, those in (1) are largely conceptual, those in (2) are more technical, and (3) attempts to provide a model to replace that on p. 28.

1a. The child's performance is rule-governed but, as this way of expressing it suggests, the rules are a matter of performance rather than of competence.
b. The child has no system of his own; hence there are no output representations, no contrast between input and output lexicons, and no dual grammar. As a corollary, the child's lexical representations are in general equivalent to the adult surface form.
c. There is none the less a clear, if minor, role for perception, so not all the child's representations are 'correct'.
d. The distinction between realisation rules and phonetic detail rules is unmotivated, indeed undesirable. Both may be replaceable by a single, undifferentiated, neural network.
e. The drive for communication in the absence of a fully functioning phonological system is powerful. One manifestation of this is seen in the importance of gestures.
f. The children's metalinguistic ability is considerable and provides an insight into their phonological knowledge (and may make some of the other claims listed here problematic).
g. Most of the phenomena identified as being in need of explanation in APh are still salient. Apart from the predictability characteristic of all rule-governed activity, these include: the existence of grammatical constraints on phonological development, recidivism, the 'across-the-board' nature of change (albeit in somewhat attenuated form), the existence of systematic exceptions, and variation both in a single child and across children. These phenomena, suitably interpreted, simultaneously constituted the evidence for the various theoretical claims made in APh. Even where the phenomena are confirmed or extended, as in the amount and significance of variation which is greater than I had previously thought, their interpretation has changed in significant respects.

2a. The children's productions provide evidence for the units of analysis that the phonology needs to assume: distinctive features, syllables and, most strikingly with Z, the notion '(syllable) onset'.
b. On a performance analysis, the conspiratorial 'function' of realisation rules is an epiphenomenon. Conspiracies are formally unnecessary if there are 'no functional constraints beyond transparency'.
c. There is no rule ordering. This is strongly suggested by considerations of learnability and necessitates a certain amount of reanalysis of some of the data in APh.
3. The union of the properties in (1) and (2) requires a model which combines the best of several different theories. Central to such a model is an explicit statement of the rules and representations it is necessary to postulate. Whether any such unifying model is coherent and consistent is an interesting issue (see figure 3 below).

### 5.1 Conceptual issues arising from the phonological development of $A$ and $Z$

### 5.1.1 Competence and performance (again)

The child's developing phonology is rule-governed. The claim is not contentious ${ }^{1}$ and is clearly corroborated, but this way of phrasing it is misleading if the

[^28]rules, specifically realisation rules or their equivalent, are taken to be rules of the child's grammatical competence. The current theoretical interpretation of this systematicity has changed radically. If the child has no system of his own, and his lexical representations are in terms of the adult surface forms, the logical conclusion is that, as Hale and Reiss (2008) suggest, the major determinant of children's divergent productions is performance rather than the competence account argued for explicitly in APh (pp. 148ff.). Some aspects of the child's performance are clearly a function of his competence - e.g. his lexical representations, whether these correspond exactly to the adult form or not - but the major determinant of productional deviation from those adult forms is a matter of performance.

### 5.1.2 The child's 'system'

The child has no system of his own, except in so far as this reflects the absence of a characteristic of the system he is exposed to. Absent characteristics may, of course, differ from child to child. In fact, APh was inconsistent on this issue. I claimed explicitly, and argued at length, that the child had no system of his own, but the difference I drew between realisation and phonetic detail rules presupposed that the child did have his own system. That is, making the claim, for instance, that the child's phonology made no voicing contrast is tantamount to assigning it an autonomous status distinct from that of the adult language. Accordingly, I now believe that no such distinction between rule-types is either needed or desirable. This conclusion is important for several reasons: first, it is incompatible with usage-based approaches; second, it implies that OT's treatment of phonological acquisition in general, and Smolensky's (1996) treatment of the perception-production asymmetry in particular, are wrong; third, it suggests that the basic assumption of 'continuity' is right.

Let us begin with the 'absent characteristics'; for instance, Z's lack of velars until the age of 3 years and 4 months. Rather than being a characteristic of an autonomous system this should be viewed as the side-effect of the inability to control the articulation of a gesture which was appropriately mentally represented - as witness the child's ability correctly to discriminate pairs like train and crane that he pronounced identically. Such an account needs refining to accommodate 'chain shifts' of the kind exemplified by 'puzzles', but I am persuaded that Hale and Reiss's reinterpretation of such data is plausible. That is, A was capable of producing the sound sequence [p^dəl], but he could not "reliably pronounce his mental representation [z] in puzzle as a bodily output of a $z$-type" (Hale and Reiss, 2008: 63ff.). Comparable remarks obtain with regard to Z's pronunciation of horse-shoe as [host su:] (with [t] for /s/ but [s] for $/ \mathrm{J} /$ ), or
his later replacement of / $\mathrm{f} /$ with [ s ] (for she) but /sl/ with [ f ] (for sleep). In the former case, the inability to control the articulation of different fricatives was context-dependent: at the time he produced horse-shoe /s/ (and / $/$ /) were always pronounced as [s] initially but [ t ] finally. In the latter case, the inability to articulate the appropriate sequences, [s] and [J], was exactly parallel to the puzzle example.

Usage-based approaches (e.g. Bybee, 1999; Tomasello, 2003) argue that using (e.g. pronouncing) a word has an effect on its stored representation, but there is no evidence that Z's pronunciation of words like cake as [teit] for some fifteen months had any such effect at all. Two caveats are necessary: first, I would not deny that the effects of misperception might be reinforced by the child's own pronunciation, so his rendering [mıntix] for monkey after he had begun to master velars may have been due in part to his saying the word frequently in this way. However, the prime example of this pronunciation was as part of the phrase [likəl mıntii] for little monkey, and little was otherwise invariably correct, so this explanation seems unlikely to generalise to the vocabulary as a whole. Second, Z's conversion of a coronal affricate and a sequence of a coronal plosive followed by $/ \mathrm{r} /$ to the same affricated output (tree and cherry pronounced as $\left[\mathrm{t}^{\mathrm{s}} \mathrm{i}\right]$ ] and $\left[\mathrm{t}^{\mathrm{s}} \varepsilon \mathrm{ii}\right]$ ) might be suggestive of his using his own system, but these forms appear never to have given rise to subsequent confusion or mispronunciation.

The claim that the child has no output representation is inimical to OT analyses because the theory is based on the assumption that constraints relate mentally represented entities. Absence of one set of the mental representations to be related then leaves the assumption, and the theory, in limbo. Given its connectionist connections (see Prince and Smolensky, 2004: 235f.) it might be expected that the theory could be made compatible with the claim that there are no psychologically real output representations. I leave it to aficionados to determine exactly how. The central issue is the relation between symbolic and sub-symbolic systems and the correct extent of the term 'knowledge (of language)' in this context. It is not obvious that a "network's knowledge" (Prince and Smolensky, 2004: 238) is a coherent epistemological notion.

There are further implications of the claim. First, it is incompatible with the idealising assumption of OT that, by the time the child comes to rank the relevant constraints, he already has the representations which are the target of acquisition. Second, it is at variance with OT's claim that child phonologies are instantiations of the factorial typology predicted by the re-ranking of a universal set of constraints. If what the child produces is not represented it cannot be such an instantiation. Third, on a rule-based or a constraint-based theory it ought to
follow that the same parsimonious analyses apply to the adult phonology as well as to the child's. That is, adult output should also not be represented (for further discussion, see p. 118 below). This assumption would in turn obviate a certain tension with regard to the continuity hypothesis. Ascribing adult-equivalent representations to the child is tantamount, in this domain, to adopting continuity: the system attributed to the child is the same as that attributed to the adult. But denying that the child's output is represented and claiming that his phonological development is a matter of performance seem to suggest that this development could be a purely maturational, physiologically based, process. If adult output were represented then we would need to account for the maturing child's progression from 'non-represented' to 'represented'. If the adult output, like the child's, is not represented there is no challenge to continuity.

If there are no output representations this raises the general issue of what levels of representation it is necessary and appropriate to attribute to the child. From "The logical structure of linguistic theory" (Chomsky, 1955) to The Minimalist Program (e.g. Chomsky, 1995; Chomsky et al., 2005), this issue has been central to linguistic theorising. Employing Occam's or Chomsky's (minimalist) razor, I have defended the position that only the adult surface form is represented and that the child's own pronunciation has no status. The child may say [g gk ] for $d u c k$, but only $/ \mathrm{d} \Lambda \mathrm{k} /$ (and not $[\mathrm{g} \Lambda \mathrm{k}]$ ) is mentally represented as a linguistic construct. This claim leaves open the possibility that the child may on occasion observe and represent his own output in much the same way as he observes any other part of the changing environment as a non-linguistic construct (for further discussion see p. 116 below).

### 5.1.3 Lexical representations

The child's lexical representations are overwhelmingly the same as the adult surface form but, as has been clear since Braine's (1976) and more especially Macken's (1980) work, there is a not insignificant role for perception. How wide-ranging perceptual factors are is contentious because it is hard to distinguish them from faulty accessing of a correctly stored form (see the discussion in Pater, 2004). Thus, the considerable variation in Z's speech could in principle be attributed either to representational underspecification or to incorrect rendition of correct forms. The latter seems to provide a more accurate account of the facts, so it is relevant at this point to recapitulate the evidence for the child's lexical representations being the same as the adult surface forms, using data from Z instead of from A .

First, despite pronouncing e.g. train and crane identically as [ $\left.\mathrm{t}^{\mathrm{r}} \mathrm{ein}\right], \mathrm{Z}$ was able to identify and retrieve the appropriate toys with perfect
consistency. ${ }^{2}$ Second, he showed the same asymmetric alternation as A did in his treatment of some clusters. For instance, while $/ \mathrm{Cr} /$ was always produced as $[\mathrm{Cr}], / \mathrm{Cl} /$ varied between $[\mathrm{Cl}]$ and $[\mathrm{Cr}]$ as shown in (4):
4. black $\rightarrow$ blæ?/bræ? bread $\quad \rightarrow$ bred / *bled

That is, the child's pronunciation [Cr] disguised a consistent difference in mental representation as between $/ \mathrm{Cl} /$ and $/ \mathrm{Cr} /$. Third, Z showed the same asymmetric development over time as A. For instance, adult $/ \mathrm{b} /$ and $/ \mathrm{bl} /$ were initially neutralised as [b]. Later /b/ remained as [b], while /bl/ was realised correctly as [bl], but /b/ was never pronounced as [bl], as shown in (5):
5. $\quad \mathrm{T}_{1}$ black/back $\rightarrow$ bæ?

T2 black $\quad \rightarrow$ blæ? back $\rightarrow$ bæ?/*blæ?
Fourth, as is implicit in the previous examples, Z produced newly mastered sounds and sound sequences 'across-the-board': new pronunciations appeared in (almost) all and only the correct words. As can be seen in the detailed analysis of chapter 4, the across-the-board nature of development is less clear-cut with Z than with A, but its overwhelmingly regular incidence is still theoretically important. Fifth, as described in chapter 1, section 5, Z showed variation conditioned by unpronounced properties of the adult form, resulting in examples of opacity such as (6):
6. [0: ə loud] - all the load versus [0:l in $\varepsilon:]$ - all in there.

That is, $/ 1 /$ is deleted before an (unpronounced) adult consonant but retained before an adult vowel. This is reminiscent of A's plural formation where examples like cat/cats, horse/horses, cloth/cloths were realised differently (as [kæt/kæt, $\mathbf{x t} / \mathrm{x} \mathrm{tid}, \mathrm{klot} / \mathrm{klotid}]$ ) according to the final consonant of the adult form. Such examples are presumably the result of grammatical constraints on the phonology. In the case of A this was further illustrated by the effect of morpho-syntactic category on the realisation of final $/ \mathrm{z} /$ (see above, p. 6). In Z's case the most striking manifestation of grammatical interference was the use of the 'filler morpheme' or dummy auxiliary [ha], but additional evidence came from the selective treatment of initial $/ \mathrm{j} /$ and $/ \mathrm{\delta} /$. That is, he omitted any initial consonant or glide in his pronunciation of you/ your/ yours/ yourself, while maintaining some segment (usually [1]) for all other words beginning with $/ \mathrm{j} /$, and he omitted initial / $\delta /$ entirely, presumably because all such words are 'functional categories' in the adult language. Sixth, 'incorrect' forms like

[^29]['mərəu] for tomorrow often appeared in free variation with correct forms: e.g. [tu:'mərəu], ${ }^{3}$ suggesting that the former pronunciation is unlikely to be due to the absence of the correctly stored adult form.

Seventh, and finally, Z frequently showed the effects of recidivism. That is, he acquired a correct pronunciation and then regressed to (a potentially different) mispronunciation: for example, red was produced as [red], then as [wed] and finally as [red] again. In APh this phenomenon was explained in terms of changes to the child's competence as determined by the manipulation of particular features: "rather than make the odd claim that the child really has lost again some articulatory ability after he has once mastered it... we can invoke the psychological validity of the realisation rules and the structural pressure of their longitudinal development in terms of hypotheses based on the distinctive features available" (APh: 154). Others (e.g. Jusczyk, 1997; Vihman, 1996) have suggested that such U-shaped learning is a function of the child's transition from a stage when he is deploying a whole-word system to one which is segmentally based (cf. Barton, 1976; the discussion of 'discontinuity' by Vihman and Velleman, 2000b; and Plaut and Kello's remark, 1999: 408-9, that U-shaped learning is 'ubiquitous'). This 'transitional' hypothesis seems implausible in A's and Z's cases as they were already beyond any prephonological stage when the clearest instances of recidivism took place. However, as Hale and Reiss (2008: 65f.) emphasize, my competence account is - in part - similarly suspect and should yield to a performance explanation. A competence account is accurate in so far as the lexical representation is concerned: red is presumably/red/ throughout. It is incorrect in so far as the 'loss of some articulatory ability' needs to be contextualised to specific examples and not treated as an absolute. Indeed, if the realisation rules are really 'malperformance' rules and the child's output forms have no psychological status, this conclusion is forced. The most likely reason for the recidivist pronunciation [wed] is that it is inherently easier than [red] and occurred when the child was devoting his subconscious attention to mastery of other aspects of the system, either phonological or syntactic or both. An additional piece of evidence in favour of a performance account comes from the child's interpretation of recordings of his own utterances as corresponding to the adult meaning rather than his own (e.g. A's 'sip' example - p. 23 above). The assumption that the child's lexical representations are equivalent to the adult's while his own forms have no status is sufficient to explain his behaviour.

3 The replacement in child language of schwa by a full vowel is not uncommon: see e.g. Levelt (2008).

### 5.1.4 The perception-production mismatch: gestures

If perception is virtually impeccable and the child's lexical representations are adult-like we need an account of why there is a mismatch between percept and product. Before rehearsing the various alternatives in section 5.1.5 let us turn briefly to the role of gestures (far greater for Z than for A ): that is, where the mismatch is greatest with no vocal correlate of the word for intended referent at all. It appears that the demands of communication induce surprising performance strategies in a child with a limited phonological system. A striking example of this was provided at the age of 1 year 10 months 24 days when Z was having his eyesight tested. As is normal when testing children of that age the stimuli used were pictures of sundry objects that the child had to identify. Z's spoken language was inadequate to the task but he was immediately able appropriately to indicate (e.g.) a duck by providing his gesture for it (an undulating movement of the right hand).

As outlined in chapter 1, section 1.1, the child's lexical representations license a mapping between PF and LF. The LF (meaning) is a semantic representation which also provides access to encyclopaedic (conceptual) information. That is, I assume that a concept (e.g. LAWN-MOWER) is a triple (see Sperber and Wilson, 1986) of logical, linguistic and encyclopaedic information. A gesture is then an alternative ' PF ', ${ }^{4}$ whose properties are typically derived iconically or by association from encyclopaedic knowledge of the entity referred to.

Gestures are sometimes claimed to be precursors, or even prerequisites, to language acquisition (e.g. Tomasello, 2008). However, Tomasello's claim that pointing and pantomiming are necessary for the establishing of linguistic convention seems unlikely to be true in the light of the linguistic abilities of blind (Landau and Gleitman, 1985) or spastic (Lenneberg, 1967) children. Despite their prevalence and inherent interest, gestures probably have few implications for the nature of language more generally. Goldin-Meadow observes that children use deictic and iconic gestures before speech, but metaphoric and 'beat' gestures only after the onset of speech. Moreover, they may "produce gesture-speech combinations in which gesture conveys information which is different from the information conveyed in speech" (1999: 423; see also Behne, 2008), and such combinations predate two-word utterances. Most of Z's gestures (see the end of the diachronic lexicon in ch. 6, section 6.3, for a full list) were imitative: e.g. WATERING (of flowers), or RUBBING (of sore

[^30]eyes - to refer to his father by indicating his problem with hay-fever). Others recalled a particular activity (NAIL-CUTTING to refer to his grandmother, who usually cut his nails), or WRINGING of hands to refer to his uncle, who had 'poorly hands', and so on. All his gestures were iconic rather than just deictic, and referred to objects and actions rather than events. I observed no examples of the gesture-speech combinations Goldin-Meadow describes.

### 5.1.5 The perception-production mismatch: theoretical alternatives

My original suggestion, recapitulated above, was that the child is applying a set of realisation (and phonetic detail) rules, subject to universal functional constraints, effecting a mapping from the lexical representation to an output representation which is the interface for articulation. My current view (cf. Smith, N.V., 2003) is that there are no output representations at all: the child's output is simply a nonrepresented function of a performance-based neural network mapping lexical phonological structure to articulation. This position is close to Hale and Reiss's (1995: 18) claim that there is a contrast between the 'output of the grammar' and the 'output of the body', so that "deviations from target forms ... are to be attributed to performance effects" (ibid.); or to Donegan's (1997: 214) assertion that "the child's underlying forms are accurately specified and ... articulatory constraints cause substitutions that prevent their accurate realization".

Other putative explanations for the perception-production asymmetry include those in (7), all of which presuppose (or assert) that the child's output is represented.

7a. The child has more than one grammar.
As seen in chapter 2, section 2.4, this claim comes in a variety of flavours: the child has two grammars, or just two lexicons, which develop in partial independence. There are more sophisticated variants of this basic position. Pater (2004) develops an account within OT that avoids the problem of accommodating the parallels between within-word and between-word processes, and Anttila (2007) discusses the relative merits of multiple grammars, partially ordered grammars and grammars couched within Stochastic Optimality. Occam would turn in his grave at the thought of any of these alternatives, and there are also empirical objections, again as documented in chapter 2, but there is supposedly one major advantage of dual models: the treatment of variation. ${ }^{5}$ Phonetic

5 On variation in general see Goad and Ingram (1987); Demuth (1997); Kerswill and Shockey (2007); on the beneficial effects of variation, see Pierrehumbert et al. (2000: 292); on the use of systematic variation see Fikkert (2007: 541).
variation in Z was dramatically more, and phonological differentiation dramatically less, than in his father: ${ }^{6}$ for instance, the articulation of particular segments, the development of clusters and the pronunciation of specific words are all less uniform in Z than in A. None of this, however, justifies the theoretical inelegance of a dual lexicon whose benefits can be reproduced either by simple rule optionality or by its network equivalent.

7b. The child's lexical representations are seriously underspecified (e.g. Ingram, 1974; for discussion, see Fikkert, 1995; Steriade, 1995; Goad, 1996).

This claim also predicts variation in production. Unfortunately, the variation that is found is not restricted to that which is predicted (see the discussion of Z's treatment of initial / $\delta /$ above, or the account of consonant harmony in Fikkert, 1995). There is also a theoretical objection: if it is correct to treat children's lexical representations as equivalent to the adult surface forms, in part because they can be shown to perceive minimal contrasts that they do not produce, as with both A and Z, the 'lexical minimality' (Steriade, 1995: 114) that underpins underspecification is irrelevant. ${ }^{7}$

7c. The child has to unlearn innate constraints (Stampe, 1969).
Stampe argued that children's pronunciation reflects their gradual suppression of the effects of a set of innate universal 'natural processes', such as assimilation, on the basis of their exposure to a specific language. Appealing though this biological program may be, Stampe's position was somewhat overly 'deterministic', to use Kiparsky and Menn's (1977) term, with the result that it was incapable of handling the kind of recidivism (U-shaped learning curve) found in many children's phonology, including both A and Z . Further, as his theory was predicated on the assumption that the phenomena of acquisition and of fast speech are manifestations of the same 'natural' processes, he had no account of consonant harmony, which is entirely lacking from the latter (for discussion, see Menn, 2004). Stampe is silent on the question whether the child's production 'form' constitutes a level of representation or not, but the logic of his position seems to demand that it is.

6 See for instance the entries for book and milk in Z's diachronic lexicon (below) in comparison with the same entries in APh, where only the forms [buk] and [buk] occur for the former and [mik], [mlik] and [milk] for the latter.
7 Lexical minimality claims that "underlying representations must reduce to some minimum the phonological information used to distinguish lexical items" (Steriade, 1995: 114). The other assumption underlying Steriade's discussion - 'full specification' (i.e. "the output of the phonological component must contain fully ... specified feature matrices") is denied by the claim that there is no output representation.

7d. The child is indulging in constraint re-ranking (Smolensky, 1996; Tesar and Smolensky, 2000; Gnanadesikan, 2004).

The statement in (7d) pertains to the acquisition process in general. The bestknown solution to the specific issue of the mismatch between perception and production, and hence for the asymmetry between lexical representation and the forms that the child produces, is that formulated by Smolensky (1996: 729-30) as: "grammars are parallel optimisations over structural descriptions containing both input and surface forms".

As indicated above (pp. 40-1) there are technical problems with this claim and Hale and Reiss (1998) have additional parsing objections, but let us anyway look at it a little more closely. Occam would like it to be that in the child's initial state all constraints are unranked (as e.g. in Tesar and Smolensky, 1993), but this gives rise to the subset problem (Kager et al., 2004b: 42). This is the problem of how, on the basis of only positive evidence, a child can arrive at the knowledge that some logical possibility is impossible in the language being learned. The problem can be solved by appeal to the subset principle, according to which the child always hypothesises that the language being acquired is a subset of all the possible languages compatible with his current knowledge, ${ }^{8}$ so the consensus is that in the child's initial state markedness constraints outrank faithfulness constraints, as there will always be positive evidence for any faithfulness constraint outranking some markedness constraint (Tesar and Smolensky, 2000: 76; Gnanadesikan, 2004). The consensus is not total as can be seen from Hale and Reiss's observation (1995: 22-3; cf. their 1998: 665; 2008: 79) that "a compelling case can be made for the assumption that all faithfulness constraints are ranked, in UG, above all well-formedness constraints". There appears to be an impasse.

However, Occam's razor can be wielded in different ways: my minimal(ist) resolution of the impasse claims that the child's output forms are not 'represented' at all. As a consequence neither my realisation rules (nor equivalently OT constraints ${ }^{9}$ ) have any psychological status. The child's own pronunciations are the result of the operation of a neural network in the spirit of MacWhinney (1999) which yields the appropriate outputs. But these outputs do not define a level of representation (Smith, N.V., 2005: 141). If there is no representation there needs to be no ranking and Occam can rest in peace.

[^31]There are several possible objections to such a strategy, some of which I address below, but we can dismiss one directly. The suggestion amounts to what Sanoudaki (2007: 79) refers to as a "grammar-external account of output", saying that, on the assumption of continuity, it is 'redundant'. However, there is a question of truth as well as economy. That is, the fact that output forms can be characterised using the same devices as are used to describe underlying forms does not justify postulating an extra level of representation if that can be avoided. As is explicit in Minimalism, learnability and evolutionary considerations both work in favour of 'external' accounts. Moreover, when the child is processing language in real time, the onset of the operation of the neural network would mark the transition from competence to performance: the grammar hands over a representation to the performance system - the production system in this case and its responsibility finishes at that point. The formal properties of realisation rules and neural networks may overlap (not surprisingly - they effect the same mapping) but their psychological status is radically different. This position is closely parallel to that of Hale and Reiss (2008: esp. 83), where the relation between underlying representations (their X ) and the output of the grammar (their Y) is different from that between the latter and the "output of body" (their Z ). Both are mappings, but Y is a mental representation of the child's and Z is (the linguist's representation of) an acoustic (or articulatory) event.

Although my proposal is a radical alternative to the standard positions, there are some parallels in the literature. For instance, Stemberger (1992: 166) suggests that "the child has no overt [ $=$ 'represented'] procedures for adapting perceived forms to a form that he or she can produce". But the data listed above showing that the child's lexical representations are the same as the adult surface forms and the consistency of children's production make it implausible that their pronunciations are simply "errors of access" to the lexical representation as Stemberger claimed (1992: 185). Both Stemberger's and my positions are clearly performance oriented, as is Lindblom's (1992: 135) theory which "derives phonetic forms as adaptations to universal performance constraints". This is persuasive except that Lindblom's use of an analysis-by-synthesis approach with a feedback loop is fatally flawed in that it predicts that the child will get permanently stuck with 'puzzles' (see Morton and Smith, 1974). That is, as he monitors his own output the child attempting to say e.g. 'puzzle' will hear himself produce 'puddle' and so will attempt to self-correct. This repair will give rise either to a repetition of the same sequence, ad infinitum, or to the production of 'puggle', an equally anomalous output.

The most extensively argued position for a performance account is Hale and Reiss (1995: 18), who observe that "[i]t is an empirical question, in our view,
whether or not in each case the output which forms the basis for the constraint rankings in that paper [Gnanadesikan, 1995] represent[s] output of the grammar or output of the body". "Deviations from target forms ... are to be attributed to performance effects, including nonlinguistic cognitive ${ }^{10}$ and motor processing" (1998: 658; cf. their 2008).

There are also performance-compatible accounts within OT. In Stochastic Optimality Theory (Boersma and Hayes, 2001) the random value temporarily added to the ranking value of constraints (the selection point) is, I assume, not mentally represented. That is, the input to the Gradual Learning Algorithm arbitrarily ranked constraints - is not psychologically real. This is just as well if up to $100,000,000$ learning trials and 50,000 test cycles are needed to establish the correct ranking (Anttila, 2007: 532-3). The absence of psychological reality is made explicit, at least as regards the innate status of constraints, in Boersma's (2006: 20) claim that " $[t]$ he learning algorithm predicts rankings of faithfulness constraints by frequency and auditory cue quality, without the need for innately ranked positional faithfulness constraints (Beckman, 1998), rankability by extralinguistic knowledge of auditory distances (Steriade's, 2001, P-map), or rankability by linguistically computed confusability (Boersma, 1998)".

So it would appear that there are precedents of a similar nature in the literature which lend a prima facie plausibility to the suggestion. But wielding Occam's razor can give rise to problems: maybe Occam is Procrustes in disguise. What phenomena are we unable to describe or explain properly if we abandon the symbolic claim about output representations and the processes responsible for them?

There are several issues involved. The first, already mentioned earlier, is whether the child's 'system', in particular his apparent phonological inventory, has any status. Consider the derivation for squat given in (13) of chapter 2 above. The adult form in /.../ is demonstrably what the child represents; the pronunciation in [...] is observable, whether or not it is mentally represented by the child. What about the intervening forms in pipes $|\ldots|$, the child's putative phonological representation? Do they have any status, or are they 'pernicious' as suggested above (p. 43)? Consider a specific example: even though a child may produce no [s] whatsoever - its 'system' has no fricatives - it correctly recognises, so must have as part of its representation, the adult /s/. The absence of productive ability is clearly not evidence for the absence of representation. As a second example,

[^32]consider the same child who may perceive the adult voicing contrast and also produce voiced and voiceless (etc.) segments, but make no contrast between them in his production - they are the result of 'low-level' phonetic rules (cf. the earlier discussion). Is there any psychological or linguistic content to the statement "the child's system has no voicing contrast'? Equivalently, is there a distinction between those rules (constraints, processes, whatever) that neutralise $/ \mathrm{t}$, $\mathrm{d} /$ and those which specify their phonetic detail - the difference between 'realisation' rules and 'phonetic' rules? Given that the child's competence as reflected in his lexical representations includes a voicing contrast the answer must be negative. In other words if the child's pronunciation is not mentally represented, the nature of the realisation rules has changed - they are not so much 'rules' in the traditional sense as purely performance entities. This conclusion is reminiscent of the Hallean argument against a phonemic level of representation and is also compatible with parts of the laboratory phonology literature, which suggests that there may be no clear dividing line between the phonological and the phonetic. Superficially paradoxically, this is also supported by the Werker and Stager (2000) results showing that at 14 months infants may be able to discriminate contrasts in phonetic tasks but not in word-learning tasks. That is, there is a dissociation between the lexical, which involves the complexity of representation, and the acoustic, which involves no such complexity.

The second potential problem is the existence of 'production schemata', 'templates' or 'idiosyncratic strategies' (see p. 26 above): for instance, a constraint to the effect that all the child's productions conform to the pattern of a trochaic foot. This might suggest that the child is manipulating, or is at least aware of, the output forms (see Vihman, 1996), something which the claim that there are no output representations implicitly denies. But no assumption of such awareness is necessary: no further process or rule of the phonology ever needs to refer to the forms produced, so they need no formal status, and their properties should fall out automatically from the neural architecture.

The third, and most significant, problem is that both A and Z showed considerable metalinguistic ability. APh was dotted with examples of A's metalinguistic awareness, and Z was no less perceptive in his linguistic introspection. It is likely that in both cases their ability was triggered or enhanced by the concentrated attention I paid to their speech, but this does not detract from the genuineness of their judgements or the validity of the conclusions one can draw from those judgements. Metalinguistic judgement is relevant if it ranges over the child's output, as such a possibility would seem to be excluded if the output is not represented. Before looking at his judgements
in detail, it is appropriate to emphasise that the examples of Z's metaphonological ability (assuming that that is what it is) are drawn from a much earlier stage than most of the work described in the literature - e.g. Gombert (1992) and are, obviously, independent of reading. A full list of his metalinguistic observations is given in section 7.3, where the precise session number of each example can be found.

### 5.1.6 Metalinguistic abilities

In discussing the child's metalinguistic abilities it is necessary to distinguish among his awareness of the pronunciation of others, as in the imitative form seen in (8), of his own output, as in the playful (9), and of the contrast between them, as in (10). As the first of these simply requires sensitivity to the adult surface form, only the latter two are relevant here, and are most informative only where his pronunciation differs from the target form.
8. Imitation: [ai 'lait 'helən, he'looo] - I like Helen, hellooo (imitating the nextdoor neighbour's characteristic greeting with a Scottish accent [= pure vowel [o] on a long slow fall]). [Z - 31 months]
9. Playing games with words: [its not 'tə'ma:təu its 'pə'ma:təu] - It's not 'tomato' it's 'pomato' [Z - 42 months]
10. Showing awareness of the contrast between his and others' pronunciation:

NS "What's that?"
z 'ment mido - cement mixer
ns "What does Mummy call it?"
z 'sent midə - cement mixer [Z-29 months]
These last two both seem to show the child's awareness of his own output, as does the 'output monitoring' seen in (11):
11. When he was $21 / 2$ years old $I$ had the following conversation with $A$, as I was puzzled by his ability to pronounce the nasal in 'hand' ([En]), but apparently not that in 'jump' (APh: 10):
ns Say 'jump'
A [ $\mathrm{d} \Lambda \mathrm{p}$ ]
ns No, 'jump'
A [d $\wedge \mathrm{p}$ ]
ns No, 'jummmp'
A Only Daddy can say [d $\wedge \mathrm{p}$ ]
It is clear that his final $[\mathrm{d} \Lambda \mathrm{p}]$ is intended to represent the adult form 'jump', or it just wouldn't be true. But equally it looks as if he is referring to his own pronunciation, as otherwise the remark makes no sense. But referring to his own output is precisely what he ought not to be able to do if it is really not
represented and has no psychological status. ${ }^{11}$ A comparable metalinguistic commentary from Z in session 126 is illustrated in (12):
12. I heard him say 'usually' twice, once with and once without initial /l/. After some discussion (see below), he turned to me and asked "What does 'usually' really begin with?" I said [jə]. He then said: "I can’t say [lə], I can only say [lə]."

These examples appear at first blush to refute the claim that there is no need for any output representation. However, there are considerations suggesting that the claim may none the less be correct. Any processing model must contain a response buffer in which there is an 'echo' of the preceding few seconds' exchange, and it is this, rather than an encoded representation, which is used to monitor one's own output. That is, what is in the response buffer (which is probably equivalent to Baddeley's, 2007, Phonological Loop) is an echo of the sound, not a representation of the sound: what Hale and Reiss (e.g. 2008) call the 'output of the body', not the 'output of the phonology'. This echo is then matched against what is represented (and has also just been heard) the adult form.

Such 'echoic monitoring' should also account for 'repairs', such as (13), rehearsals, such as (14), and some metalinguistic explanation, as in (15):
13. ['dædi: lit, 'laitid ə 'tændəlz] - Daddy lit, lighted the candles $\left[\mathrm{Z}-3\right.$ yrs] ${ }^{12}$
14. ['a:nti: 'jænitə] - Auntie Janneke - alternating in a whisper between ['jænitə] and ['lænitə]. [Z - 35 months]
15. Z mentioned [dra:s], I misunderstood what he was saying, and hazarded 'grass'? He replied: [nəu 'dra:s, lai? 'windəuz a: meid əv] - No, 'glass’ like windows are made of. [ $Z$ - 37 months]

Other metalinguistic commentary, like that in (16), is less amenable to nonrepresentational treatment:
16. His parents pronounce glass differently. On discussing this Z said: [ai sei glæs fə windəu ən gla:s fə drịkin gla:siz] - I say [glæs] for window and [gla:s] for drinking glasses. (Thirty seconds later he repeated the claim the other way round.) [Z-43 months]

11 I am grateful to Eva Kehayia for drawing my attention to the fact that the same phenomenon is characteristic of certain paraphasias.
12 Despite Clark's (2003: 144) remark that self-corrections appear from age 1 onwards, I suspect that they do not appear systematically until the age of 3 or so: after the majority of childhood mispronunciations have disappeared.

But the most problematic kind of example is provided by his volunteering the sounds with which words begin as in "I spy" games. The first of many examples about a hundred (see Smith, N.V., 2005, and appendix 7.4) - occurs in (17):
17. ['sæmbəl ' $\varepsilon d]$ - scrambled egg - self-corrected, on being asked to repeat this version, to ['træmbald ' $\varepsilon d]$. He then spontaneously volunteered: [it bi'dinz wið $\mathrm{t}^{\mathrm{r}}$ ] - it begins with $\left[t \mathrm{r}^{\mathrm{D}}\right]$.

There were many comparable examples as in (18), in some of which he gave a metalinguistic commentary on his own and my differing pronunciations, including correcting me when I failed to conform to his analysis of onsets:

18a. Z 'farm' begins with [fə] just like 'fire' NS What about 'frog', is that the same? Z [nəu, frod bi'dinz wið fr] - No, 'frog' begins with [fr]
b. He said explicitly that 'sleep' and 'sheep' are the same when he says them and different when I do. At first he said they were different for him until he tried saying them slowly. Later he experimented with 'squash' and 'cloth' (both [trof] for him), and said that I say them differently but he says them the same, after practising both sotto voce or in a whisper [trof].
c. Comparable results were obtained with $/ \mathrm{s} /$ and $/ \mathrm{sp} /$. That is, Z appeared to be treating $/ \mathrm{sp} /$ as a unit. This has been suggested as the correct analysis for the adult language (cf. Fudge, 1969: 273). As far as I know, no one suggests that $/ \mathrm{pr} /$ or /fr/ are segmental units in the same way. They are, of course, onsets and it seems clear that Z was referring not to initial segments but to initial onsets.
d. He was adamant that [Judə], sugar, and [ jitt ], sweet, both begin the same (with [J]) both for him and for me.
e. He volunteered that 'foam' [fəum] and 'fireman' ['færmən] begin the same (with [f]), and unlike 'flower' ['fræwə], which begins with [fr], like 'three' ([fri:] for him). He was categorical in all these judgements, and corrected my wife when she suggested that 'foam' and 'flower' begin the same.
f. Discussing usually (see (12) above) he voluntered that: "[lu:zoli:] begins with ' 1 ', like 'lion' and 'yellow' ([leləu])". ${ }^{13}$
g. I said: "I spy with my little eye something beginning with [ $\mathrm{p}^{\mathrm{h}}$ ə]." When Z gave no response, I said 'piano' (which he was thumping at the time). He immediately responded with: [prænəu bi'dinz wiv ə $\mathrm{p}^{\mathrm{r}} \partial$ ] ("piano begins with a 'pr""), apparently correcting me.

The most difficult examples to accommodate if his own pronunciation is not represented are those in (18d, e, f), where there is no immediately preceding adult rendering of the word, hence no relevant 'echo' in the response buffer.

13 He later began to sound out non-initial consonants, often saying that the word ends in the non-word-initial but syllable-initial consonant: ['jeləu ... jə æn lə] - "yellow ... [j] and [1]".

These examples also raise the problem of why the matching between his pronunciation and what he hears doesn't give rise to pervasive self-correction, even to the point of confusion in the same way that I claimed analysis-bysynthesis would (p. 112 above). It is possible that Z was relying on nonlinguistic aspects of memory in reporting what words begin with: exploiting a temporary 'representation of the output' distinct from a linguistic 'output representation'. If this is not an appropriate characterisation of what is going on, these data seem to be a serious challenge to a model with a response buffer but no output representation. It is worth persisting in the attempt to preserve the claim of 'no output representation' because of the implications of such a model given in (19):

19a. The theory is simpler with fewer levels of representation, assuming that a response buffer and some sort of output network are independently needed.
b. There are more general theoretical implications: first, the dual lexicon hypothesis becomes otiose; second, the system the child is acquiring becomes more easily learnable; third, the evidence for 'output constraints' and 'conspiracies' is drastically reduced. As its ability elegantly to characterise conspiracies is one of the major selling points of OT this is not a trivial conclusion. In fact, the implications for OT may be more radical.
c. A fundamental property of OT is that it presupposes an output representation. If there is no such entity, then OT seems to be unable even to describe the phenomena. It is not obvious to me that there is a viable response arguing that this is not observational inadequacy, just a different interpretation, performance rather than competence, instrumentalist rather than realist, of the same data. Assuming a one-to-one mapping from the child's adult-like lexical representation to the instructions to the articulators would save the level of representation, and hence the viability of any theory assuming such a level, but would leave untouched the problem of correctly characterising the child's output. As Moira Yip (p.c.) suggests, it would be like claiming that the child has, as yet, no phonology: an unlikely claim in view of the fact that within this period he already had correct forms for plurals ([tot/tots] - clock/clocks; [ $\varepsilon \mathrm{d} / \varepsilon \mathrm{dz}]$ - egg/eggs), third person singular verb forms ([dəu/dəud] - go/ goes), and so on.
d. The demarcation between phonetics and phonology becomes hazier - maybe non-existent (cf. the claims of 'emergent phonology' - e.g. Lindblom, 1992, 2000). If the child 'has no system', no output representation and no distinction between realisation rules and phonetic detail rules, that dichotomy also ceases to have any relevance in this domain.
e. If the hypothesis holds, it should generalise to the adult language. Regular morpho-phonemic and allophonic alternations need not be represented either, so that the pronunciations [sof toiz] for soft toys (where soft loses its final consonant) or [seim pirpol] for sane people (with assimilation of $/ \mathrm{n} /$ to $[\mathrm{m}]$ ) would have no representational status. It may also be possible to generalise
even more widely: on the one hand to certain pathologies (see the remark about paraphasia above); on the other hand (as Anna Roussou suggested to me) to what the child represents in the acquisition of syntax.

I await refutation with interested anticipation.

### 5.2 Technical issues arising from the phonological development of $A$ and $Z$

### 5.2.1 The units of phonological analysis

Throughout the analyses given in chapter 4 (see also chapter 1, section 1.6) I have presupposed the appropriateness of using syllables, distinctive features and 'phoneme-sized' units. The need for 'syllable' is clear inter alia from the treatment of unstressed syllables as formalised in R1 and R2. Similarly, the use of distinctive features repeatedly obviated the need to list arbitrary combinations of 'phonemic' segments, as can be seen in the treatment of (postconsonantal) sonorants, the neutralisation of coronals, and so on. Z did not provide such striking evidence for the definition of features as A did for [coronal], for instance, (see APh, especially section 5.1; or Smith, N.V., 1989: ch. 9, "Y", for discussion), probably because he had no harmony processes, but there were repeated cases where appropriate generalisations about his phonology could only be captured by using them. The case of the phoneme is complementary to that for distinctive features. The latter are advantageous when natural classes of segments are involved in some process, the former are superior when a single such segment (e.g. pre-consonantal $/ \mathrm{s} /$ ) exhausts the scope of some rule. Every theory seems to use them essentially without question.

There is evidence for further structure. I have appealed repeatedly to the notion 'onset', and it is now worth making explicit that Z's performance, especially his metalinguistic judgements as described here, provides some evidence (implicitly contra Yip, 2003) for the 'Onset' analysis of the syllable and, by implication, against a moraic analysis (cf. the discussion of [tf] and [tr, kl] at stage 10 of chapter 4). Yip observes that models of the syllable fall into two basic classes: those that postulate a division between Onset and Rhyme and those which allow only the mora to intervene between a segment and its syllable node. She then argues persuasively that the simpler moraic alternative is to be preferred. Her discussion is restricted to glides but, mutatis mutandis, it should generalise in relevant respects to liquids, ${ }^{14}$ which constitute the primary evidence with Z . She

14 As is implicit in her discussion (2003: 811) of the parallel between vowel epenthesis in StopLiquid and Stop-Glide sequences.
summarises three different kinds of theory: Onset-Rime theories, illustrated with three alternative versions as in (20); Mora theories, illustrated with four alternative versions as in (21); and Flat theories, illustrated by the single example in (22). I have substituted liquids for her glides throughout:
20. Onset-Rime theory:
(i)=Onset cluster; (ii)=secondary articulation; (iii) $=$ part of Rime ${ }^{15}$

| $\sigma$ | $\sigma$ | iii. $\sigma$ |
| :---: | :---: | :---: |
| $\wedge$ | $\wedge$ | $\wedge$ |
| O R | O R | O R |
| $\wedge$ । | 1 l | $/ \wedge$ |
| C 1/r V | $\mathrm{C}^{1 / r} \quad \mathrm{~V}$ | C 1/r V |

21. Mora theory:
(iv) = secondary articulation; (v)=non-moraic; (vi, vii) = moraic

22. Flat theories:
```
viii. \sigma
        /|
        CLV
```

The issue is the status of the element, liquid or glide, following the initial consonant. As indicated, it may be either part of an onset cluster, a secondary articulation, or part of the rime; it may be moraic or non-moraic; or it may be part of no internal structure.

Recall that Z treated initial sequences such as $/ \mathrm{kl} /$ and $/ \mathrm{tr} /$ (produced as $\left[\mathrm{t}^{\mathrm{s}}\right]$ ) or $/ \mathrm{sl} /$, /sm/ and $/ \mathrm{sw} /$ (produced as [J]) as equivalent, but denied that examples like farm and frog or spoon and soon began the same. Only the analyses in (i), (ii) and (iv) ascribe constituent status to the sequences of elements involved. Two of these, (ii) and (iv), treat the post-consonantal item as a secondary articulation, so the question then arises whether such an analysis is plausible. If not, (ii) and (iv) are excluded, and only (i) is left: i.e. the notion 'onset' is necessary. Although it might be plausible for the glides [j, w] and perhaps

15 Yip emphasises (p.c.) that her analysis would not generalise to liquids in the manner indicated in (20iii), but the issue of the correct constituency of the post-consonantal liquid remains.
even for [r], nowhere in the literature is it ever suggested that the presence of a post-consonantal [1] should be treated as a secondary articulation. This is presumably because although the articulation of [1] may be anticipated during the articulation of e.g. [p] in play ([plei]), true simultaneity is excluded - the [1] is released after the [p].

Two points remain to be clarified. First, although the glides and /r/might lend themselves to a treatment (viz. secondary articulation) different to that for $/ 1 /$, it is appropriate to apply the same analysis to all of them, as it is clear that they were the same for Z . This is plain in that he substituted [r] not only for $/ 1 /$ (e.g. in black) but also for $/ \mathrm{j} /$ and $/ \mathrm{w} /$ (e.g. piano pronounced [prænəu], squash pronounced [trof]); /sl/ and /sw/ were treated the same way (pronounced as $[J]$ ), etc. Second, it appears that Z's onset substructure is different from that of the adult: whereas /fr/ consists of /f/ plus /r/ in the target language, some different analysis is correct for the child, for whom [fr] might perhaps be an unstructured entity not composed of [f] plus [r]. If correct, such an analysis would raise a question about the assumption of continuity (see above pp. 17f., 103f.). However, by the end of the investigation $Z$ was beginning to give adult-like reactions to (some) initial sequences: for instance, his reaction to spoon changed from his saying it began with [ $\mathrm{p}^{\mathrm{h}} \partial$ ], at a time when he pronounced it [pu:n], to saying it began with [sə] at a time when he pronounced it [s:pu:n]. This would imply a (pre-literacy) transition from one analysis to another or, more plausibly, a dawning change in the performance manipulation of already available competence categories as the neural network approximated the adult form.

In brief, the data are suggestive of the need for an onset constituent. The conclusion is not definitive because the moraic analysis in (21v) can accommodate Z's data by referring not to the constituent [CL] but to the pre-moraic sequence $[\mathrm{C}+\mathrm{L}]$. To exclude this possibility one would need, for instance, evidence of some process such as metathesis which moved the sequence as a unit. Sadly, Z provided no such data.

### 5.2.2 Explananda

It is clear that the phenomena listed as in need of explanation in $\mathrm{APh}-$ grammatical constraints; recidivism; 'across-the-board' change, and so on are still with us and have indeed been supplemented by others, such as the need to account for the greater degree of variation found in Z , and the sporadic creation of 'templates'. These phenomena were previously (partly) explained by the postulation of an ordered set of realisation and phonetic detail
rules operating conspiratorially to characterise the child's competence. The interpretation has changed such that the rules characterise performance and can be replaced by (e.g.) a neural network with no representational output. It follows that there can in fact be no distinction between realisation and phonetic detail rules, no extrinsic ordering of (the replacement for) such rules, and the universal functional tendencies or 'conspiracies' must fall out as epiphenomena. Is this plausible?

I argued in chapter 4 (p. 66) that Z provided no evidence for rule ordering, whereas I had appealed repeatedly to that device in the analysis of A. Given the invidious implications of rule ordering for learnability it is necessary to determine whether A's data still require ordering or are amenable to reinterpretation. A typical example of the need for ordering is provided by the need to ensure that A's rules reducing nasal clusters (R1 and R2) must precede voicing neutralisation (R25) (see APh p. 22). There are several strategies one might apply to ensure the correct result. First, one might claim that rules apply whenever their structural description is met: this works in the case cited but faces problems with opaque rule interactions (see McCarthy, 2007, for discussion). Alternatively, one could argue for exploiting ordering but restricting it to manageable proportions. Specifically, I argued in APh that rules effecting (Consonant) Harmony and Cluster Reduction had to be implemented before rules of neutralisation ('systemic simplification'). Provided that the velarisation of /d/ to [g] in A's pronunciation of puddle as [pıgal] counts as harmonic, while the neutralisation of $/ \mathrm{z} /$ to [ d$]$ in puzzle ( $[\mathrm{p} \wedge \mathrm{d} \mathrm{d}]$ ] is 'simplification', then this stratagem accounts even for the most recalcitrant example. If all ordering relations can be reduced to this one statement, ordering provides no learnability problem.

Other explananda have either been discussed above (grammatical determinants of phonological development, the many-many relation between adult and child forms, exceptions, recidivism, across-the-board change, 'non-English' pronunciation, extensive variation both within and across lexical items) or are unproblematic. Thus grammatical conditioning can be accommodated by making morpho-syntactic information part of the context of particular rules (or part of the 'seeds' affecting the weighting on connections in a network). The across-the-board nature of (most) developmental change follows from the formulation of rules (or probabilities) rather than ad hoc statements. Non-English (or non-target) pronunciations resulting from coalescence or harmony are a simple function of rules (or weightings) and are problematic only for usage-based or emergentist theories. The high incidence of pronunciational variation (and the radical difference in the amount of such
variation produced by different children) is likewise a function of random factors and statistical properties of performance mechanisms without systematic import for the nascent phonology.

The phenomenon that is most challenging to account for is recidivism, as its U-shaped learning curve reflects non-monotonic development of a kind that sits uneasily with most theories; except, of course, SPE-type rule-based ones. The implication is that, whatever theory one ends up with, it will have to employ devices equivalent in power to generative rules. I turn finally to the nature of such a theory.

### 5.3 A smorgasbord?

There is a temptation to see virtue in a smorgasbord of theories, taking what is best from each of the competitors (Nevins and Vaux, 2008: 19): SPE-type derivations, preferably pruned of rule ordering; OT constraints (for functional explanations, especially of conspiracies); emergent phonology for the use of artificial neural networks to accommodate mechanisms of perception and production; usage-based phonology for the reduction of structural complexity. The temptation should be resisted if this eclecticism is pernicious. One principal objection is that technical terms in one theory don't translate coherently into alternative theories, but are 'incompatible' (Nevins and Vaux, 2008: 1). Many examples spring to mind: the notion 'lexical representation' has different implications in a theory that postulates an input and an output lexicon as opposed to a theory which allows only one neutral entity; the notion 'constraint' is different depending on the potential violability of the constraints involved; comparing distinctive features which may be unary, binary or n-ary is liable to misinterpretation, and features are anyway not directly comparable in theories where they are used to characterise length and stress as opposed to theories embodying e.g. skeletal and metrical structure to deal with such phenomena. The list can be extended indefinitely.

However, such purity may itself be a manifestation of undue pessimism. No theory has a monopoly on the truth, and progress requires assimilating insights from the opposition and defining the resultant terms with sufficient rigour to make testable predictions. With this in mind I suggest a revised model similar to figure 2 in chapter 2 incorporating all the components desired, as in figure 3. Suitably annotated this model then suffices to describe and in part explain all the phenomena mentioned.


Figure 3 Final revised model of the child's lexical phonology
The representation of the adult form is as before and necessarily 'symbolic'. Importantly, it is necessary to assume that there is some transducer converting the acoustic signal of the adult pronunciation into auditory, more specifically phonetic, constructs which underlie the child's own representations. This transducer, amalgamated with the perceptual filter, is subject to frequency constraints though, in Z's case, these were not obviously of importance. As with the adult form the child's form, whether it differs from the adult's or not, is symbolic.

The set of (realisation) rules could be replaced by a neural network which could implement violable constraints, giving an output ('of the body') which is not mentally represented. That is, they specify instructions to aim at a set of articulatory targets, but the failed approximations to those (represented) targets are not themselves represented. ${ }^{16}$ I would like to have my cake and eat it too. Although I have argued for a neural network, some of the metalinguistic data may be problematic for the 'no output representation' position that this entails. If it in fact proves untenable I suspect that a competence account with realisation rules having the same status as in APh could be resuscitated.

The network (or the set of rules) could also automatically implement the kind of structure reduction seen in (3) in chapter 4, whereby the specification for place of articulation is simplified, resulting in this instance in the pronunciation

[^33]of a glottal stop. More problematically, the output of the network can be monitored via the response buffer, thereby accounting for the child's apparent awareness of his own pronunciation and its difference from the stored form.

Continuing to assume a performance account, the network can be viewed as encapsulating the totality of performance limitations that are gradually overcome in development. This undercuts Gnanadesikan's (2004) objection that the child has unmotivated rules with no adult congeners, as the change in status of those rules means that they have not been 'learned' and are not mentally represented. What drives this development is the physiological maturation of the system interacting with the child's monitoring of its comprehensibility. If he fails to be understood the child is led to pay attention to the contents of his response buffer and to make iterated attempts to approximate more closely to his stored representations. That physiological maturation should be manifested in terms of what look like developments in the 'phonological system' is possible because natural classes of segments - e.g. fricatives - have their production facilitated by the same or overlapping advances of motor control. The extent to which such 'active monitoring' (as opposed to purely subconscious processing) plays a causal role in development is an open question.

Like the transducer, the network is also subject to frequency effects and all components are subject to individual idiosyncratic variation depending on the child. As presented here the model makes no provision for morpho-phonological alternation of the kind seen in the relation between keep and kept, or even that between the $/ \mathrm{s} /, / \mathrm{z} /$ and $/ \mathrm{Iz} /$ in cats, dogs and horses, but such refinements would be easy to incorporate.

A final consideration is that, if the parallel between adult and child language suggested above (p. 118) is correct, the model could also perhaps accommodate accent simulation in second language acquisition, whereby learners (subject to perceptual limitations) aim at reproducing the characteristics of one or more targets.

### 5.4 Conclusions and speculations

Despite some account of the role of perception, the preceding discussion has dealt overwhelmingly with the child's pronunciation. This gives a seriously distorted view of 'the acquisition of phonology'. In the first year of life, long before he is capable of any relevant production, the child establishes the inventory of contrastive segments characteristic of his native language, the elements of its prosodic system, its basic syllable structure and more (see especially Jusczyk, 1997). Using this knowledge the child then learns piecemeal the correct, adult-like, representation of items in his burgeoning vocabulary. Only then does he begin to produce his own
version of these words. In some sense then the acquisition of (segmental) phonology is complete before the kind of longitudinal documentation given here and in APh starts. If I am right that this stage is a matter of performance and the child's productions are not represented then neither monograph has much to say about the acquisition of phonology as such. Moreover, none of the literature looking exclusively at children's output could have much to say about this. Rather, it is an account of the various ways that children overcome the limitations of their performance systems during physiological maturation. That wasn't what I had thought I was doing, and I feel suitably chastened. The conclusions in (23) are none the less worth making explicit as they are not all obvious and some are certainly contentious. Demonstrating that these claims about the acquisition of phonology are wrong will be a sign of progress and, right or wrong, this account of productional development casts light on some aspects of the human faculty of language.

23a. The child's performance is rule-governed, hence largely predictable.
b. The child's lexical representations are adult-like, established on the basis of an acoustic transducer and subject to some perceptual filtering.
c. The child has no system of his own.
d. The child's output, produced by a set of realisation rules or, more plausibly, a neural network, is not 'represented'.
e. By parity of argument the child probably does not represent the adult input prior to transduction even though it forms the basis for the child to set up his own (lexical) representation.
f. The network (or set of realisation rules) is not represented but is emergent or 'architectural', and provides the basis for the idiosyncratic and partly random variation in different children's pronunciation.
g. The network (or set of realisation rules) implements one or more of a limited set of functional constraints or 'conspiracies': vowel and consonant harmony, cluster reduction, systemic simplification, grammatical simplification and template creation. As a corollary of (f) conspiracies are epiphenomenal and do not need to be explicitly catered for by the theory.
h. The child's developing phonology provides evidence for the units (e.g. distinctive features, syllable structure) and processes (e.g. syllable simplification, segment simplification) licensed by phonological theory, and how these interact (e.g. no rule ordering is necessary).
i. The child's metalinguistic judgements are a rich source of evidence for his competence and hence for the constructs of linguistic theory.
j. The conclusions pertaining to child phonology have suggestive implications for adult phonology - e.g. with regard to the representation of the output.
k. There is provision for taking account of (statistical) frequency effects in all of the acoustic transducer, the perceptual filter and the neural network.

1. If language is "a mirror of mind", language acquisition polishes that mirror.

## 6 Diachronic lexicon of $Z$ data

Purely for convenience the data which form the basis of this study have been divided into a number of 'stages', each of which consists of a sequence of 'sessions'. A number in [square brackets] after a head word indicates the session at which the item was noted. There are no theoretical implications in the terms 'stage' and 'session': each session simply designates the date on which the data were recorded; each stage is marked by some intuitively salient development, e.g. the appearance of clusters. Stage [0] refers to a problematic period before phonological status was established. Each subsequent group of sessions constitutes a stage, used as a basis for the child's longitudinal development, as spelt out in the tables in 6.1 and 6.2.

### 6.1 Table of stages and ages

Stage 0: Babbling, up to first words: age $61 / 2-131 / 2$ months.
Stage 1: Sessions 1-10: age $141 / 2-22$ months.
Stage 2: Sessions 11-17: age 22 months up to his second birthday (30 August 2003).
Stage 3: Sessions 18-31: age 24-26 months \{the last 'pre-Amahl' stage \}. ${ }^{1}$
Stage 4: Sessions 32-40: age 26-27 months.
Stage 5: Sessions 41-50: age 27-28 months.
Stage 6: Sessions 51-61: age 28-29 $1 / 2$ months.
Stage 7: Sessions 62-75: age 29 $1 / 2-31$ months.
Stage 8: Sessions 76-93: age 31-33 $1 / 2$ months.
Stage 9: Sessions 94-108: age $331 / 2-361 / 2$ months.
Stage 10: Sessions 109-16: age $361 / 2-38$ months.
Stage 11: Sessions 117-28: age 38-40 months.
Stage 12: Sessions 129-41: age 40-43 months.
Stage 13: Sessions 142-54: age 43 months up to his fourth birthday.

[^34]
### 6.2 Table of sessions and ages

Ages are given as a triple such as $1 / 7 / 1$ or $2 / 10 / 17$. That is, the data for that session were collected when $Z$ was 1 year 7 months and 1 day, or 2 years 10 months and 17 days old. Dates separated by a dash indicate that data were collected on more than one occasion between the ages specified.

| Session 0 | There were 10 occasions on which I collected data, from <br>  <br> $0 / 6 / 17$ <br> to $1 / 1 / 8$ |
| :--- | :--- |
| Session 1 | $1 / 2 / 17-1 / 4 / 25$ (data collected on 5 occasions) |
| Session 2 | $1 / 5 / 9,1 / 6 / 14$ (data collected on 2 occasions) |
| Session 3 | $1 / 7 / 1$ |
| Session 4 | $1 / 7 / 21$ |
| Session 5 | $1 / 8 / 3-1 / 8 / 12$ (data collected on 3 occasions) |
| Session 6 | $1 / 8 / 18-1 / 8 / 19$ |
| Session 7 | $1 / 8 / 25$ |
| Session 8 | $1 / 9 / 15$ |
| Session 9 | $1 / 9 / 24$ |
| Session 10 | $1 / 10 / 2$ |
| Session 11 | $1 / 10 / 7-1 / 10 / 8$ |
| Session 12 | $1 / 10 / 13-1 / 10 / 14$ |
| Session 13 | $1 / 10 / 15$ |
| Session 14 | $1 / 11 / 3-1 / 11 / 5$ |
| Session 15 | $1 / 11 / 10-1 / 11 / 11$ |
| Session 16 | $1 / 11 / 19$ |
| Session 17 | $2 / 0 / 0$ |
| Session 18 | $2 / 0 / 2$ |
| Session 19 | $2 / 0 / 7$ |
| Session 20 | $2 / 0 / 13$ |
| Session 21 | $2 / 0 / 20$ |
| Session 22 | $2 / 0 / 21-2 / 0 / 22$ |
| Session 23 | $2 / 0 / 28-2 / 0 / 29$ |
| Session 24 | $2 / 0 / 30$ |
| Session 25 | $2 / 1 / 7$ |
| Session 26 | $2 / 1 / 12$ |
| Session 27 | $2 / 1 / 14$ |
| Session 28 | $2 / 1 / 17$ |
| Session 29 | $2 / 1 / 18$ |
| Session 30 | $2 / 1 / 21$ |
|  |  |

Session $31 \quad 2 / 1 / 26$
Session 32 2/2/1
Session 33 2/2/2
Session 34 2/2/4
Session 35 2/2/11
Session 36 2/2/17
Session 37 2/2/22
Session 38 2/2/23
Session 39 2/2/24
Session $40 \quad 2 / 2 / 25$
Session $41 \quad 2 / 3 / 2$
Session $42 \quad 2 / 3 / 4$
Session $43 \quad 2 / 3 / 7$
Session $44 \quad 2 / 3 / 8$
Session 45 2/3/9
Session 46 2/3/16
Session 47 2/3/22
Session 48 2/3/23
Session 49 2/3/29
Session 50 2/3/30
Session 51 2/4/2
Session 52 2/4/3
Session 53 2/4/6
Session $54 \quad 2 / 4 / 10$
Session 55 2/4/11
Session 56 2/4/19
Session 57 2/4/24
Session 58 2/4/26
Session 59 2/5/1
Session 60 2/5/3
Session 61 2/5/10
Session 62 2/5/15
Session 63 2/5/16
Session 64 2/5/17
Session 65 2/5/23
Session 66 2/5/29
Session 67 2/5/30
Session 68 2/6/8
Session 69 2/6/14

Session 70 2/6/15
Session 71 2/6/21
Session 72 2/6/28
Session 73 2/6/29
Session 74 2/6/30
Session 75 2/7/0
Session 76 2/7/4
Session 77 2/7/6
Session 78 2/7/7
Session 79 2/7/9
Session 80 2/7/10
Session 81 2/7/13
Session 82 2/7/16
Session 83 2/7/19
Session 84 2/7/25
Session 85 2/8/0
Session 86 2/8/3
Session 87 2/8/4
Session 88 2/8/9
Session 89 2/8/10
Session 90 2/8/17
Session 91 2/8/22
Session 92 2/9/6
Session 93 2/9/7
Session $94 \quad 2 / 9 / 13$
Session 95 2/9/28
Session 96 2/9/29
Session 97 2/10/3
Session 98 2/10/4
Session 99 2/10/5
Session 100 2/11/1
Session 101 2/11/2
Session 102 2/11/3
Session 103 2/11/6
Session 104 2/11/18
Session 105 2/11/25
Session 106 2/11/30
Session 107 3/0/4
Session 108 3/0/11

Session 109 3/0/18
Session 110 3/0/19
Session 111 3/0/20
Session 112 3/0/25
Session 113 3/1/2
Session 114 3/1/16
Session 115 3/1/23
Session 116 3/1/30
Session 117 3/2/6
Session 118 3/2/7
Session 119 3/2/8
Session 120 3/2/13
Session 121 3/2/20
Session 122 3/2/21
Session 123 3/2/27
Session 124 3/3/4
Session 125 3/3/5
Session 126 3/3/11
Session 127 3/3/18
Session 128 3/3/19
Session 129 3/4/1
Session 130 3/4/2
Session 131 3/4/8
Session 132 3/4/15
Session 133 3/4/29
Session 134 3/5/0
Session 135 3/5/7
Session 136 3/5/12
Session 137 3/5/13
Session 138 3/5/19
Session 139 3/5/26
Session 140 3/6/5
Session 141 3/6/12
Session 142 3/6/19
Session 143 3/6/26
Session 144 3/7/2
Session 145 3/7/4
Session 146 3/7/9
Session 147 3/7/30

Session 148 3/8/0
Session 149 3/8/14
Session 150 3/8/28
Session 151 3/10/27
Session 152 3/11/7
Session 153 3/11/10
Session 154 3/11/27

### 6.3 The lexicon

I have indicated every session at which a particular item was recorded, with a comma separating sessions. A dash between two numbers indicates that the item was recorded at every session between, and including, those two sessions. That is $[3,6,8]$ indicates that an item was recorded at those three sessions but not at sessions 4,5 or 7 , for instance; [3-6,8] indicates that the item was recorded at each of sessions $3,4,5$ and 6 , also at session 8 , but not at session 7. It may, of course, have been produced at session 7, but I have no evidence for that. If an item was recorded at some session in free variation with a different form, this is indicated in the lexical entry concerned. See, for instance, 'no', which was recorded as [nəu] at every session from 11 to 23 , but as both [nəu] and [næ] (hence the entry "nəu/ næ") at session 24. Where more than one pronunciation is given, the ordering reflects frequency (where this is known) with the most frequent first; a pronunciation given (in parentheses) indicates that it was either elicited or immediately imitated. The inconsistency of the variation found is mildly surprising and in contrast with the type and amount of variation found in A's data.

The alphabet of the IPA is used, including the following conventions:

|  | indicates stress; hence the item concerned must be at least <br> disyllabic |
| :--- | :--- |
| $\sim$ and $^{\text {n }}$ | indicates a nasal offglide, the latter with some oral contact |
| $\urcorner$ | indicates an unreleased stop |
| , | indicates an ejective articulation |

A subscript as in [s] indicates a dental(ised) articulation
A superscript letter, e.g. ${ }^{\mathrm{t}}$ or $^{\mathrm{z}}$, as in the entries for shoes, indicates a faintly articulated offglide or onglide to the adjacent segment.

A subscript ${ }_{\text {or }}$ or superscript ${ }^{\circ}$, as in [b], [d], [ ${ }^{\circ}$ ], indicates a voiceless lenis articulation.

Z's articulation was not as consistent as the entries here may indicate. Typically, he would produce an item like bin with a voiceless lenis initial consonant in isolation (e.g. in response to "What's this?"), but with a fully voiced consonant in his most usual (intervocalic) articulation of it: namely, [in ә 'bin] -"in the bin".

Caveats and explanations are provided in \{curly brackets\}. Where a head word appears with a parenthetical 's' or ' $d$ ', as in ' $e g g(s)$ ', the implication is that Z's pronunciation was appropriate for the implicit singular/plural (or other) contrast. Where the usual adult pronunciation of an entry might be opaque I have indicated it below the head word in /phonemic/ transcription: see e.g. 'Janneke'.

| Alphabetical list of entries |  |  |
| :---: | :---: | :---: |
| a | จ | [37, 40, 43-4, 47, 49-50, 54, |
|  |  | 56-8, 60, 64-5, 69-70, 72, |
|  |  | $76-8,82,85-6,92,94,100,$ <br> $107,113,117,132]$ |
|  |  | \{actually much earlier\} |
|  | ə/æ | [42] |
|  | ei | [153] |
| able | 'eibu | [72] |
| about | ə'baut | [82, 92, 103] |
| acre | See 'hundred acre wood' |  |
| across | ${ }^{\text {'tros }}$ | [117, 132] |
| actually | 'ækSoli: | [139] |
| aeroplane | 'hei | [13] \{see also 'helicopter'\} |
|  | $\varepsilon$ 'bein | [31] \{disyllabic\} |
|  | ع:ว'bein | [35] \{trisyllabic\} |
|  | i:ə'bein | [36] |
|  | era'bein | [37] |
|  | 'عırəpein | [56] |
|  | $\mathrm{p}^{\mathrm{r}}$ ein | [99] |
|  | 'Erroprein | [107] |
|  | 'ع:rrplein | [120] |
| afraid | ə'ferd | [94] |
|  | $\partial^{\prime}$ freid | [124] |
| Africa | 'æfrita | [112, 114, 121] |
| after | 'a:to | [68] |
|  | 'a:fta | [104] |
|  | 'æftə | [145] |


| afternoon | a:fta'Pu:n | [106] |
| :---: | :---: | :---: |
|  | ə'sæftənu:n | [146] \{scil. 'this afternoon'; see also 'morning'\} |
| again | dein | [37] |
|  | $\partial^{\prime} \mathrm{d}$ ¢ $\mathrm{n} /$ a'dein $^{\text {d }}$ | [43] |
|  | $\partial^{\prime} \mathrm{d}$ ¢ | $\begin{aligned} & {[48,50,56,62,64,84,86,92 \text {, }} \\ & 94,97,109,115] \end{aligned}$ |
|  | $\partial^{\prime}$ dein | $[61,66]$ |
| ages | 'eidz ${ }^{\text {i }}{ }^{2}{ }^{2}$ | [109] |
| ago | ə'dəu | [92, 105, 128, 132] |
| airport | 'e:po:? | [107] |
| all | $0:$ | [31, 59, 71, 76, 78] |
|  | u: | [38] |
|  | s:1 | [49, 87, 93, 100] |
|  | 0:1/3: | [106] |
| all gone | 'us don | [44] |
| allowed | a'laud | [80, 89] |
|  | laud | [88] |
| almost | 's:məu | [81] |
| along | a'lon | [ $62,81,85,90,136]$ |
| alongside | alon'said | [120] |
| already | o:'wedi: | [48] |
|  | o:'redia | [74] |
| always | 's:lwei | [65] |
|  | 'orwei | [81] |
| Amahl ${ }^{3}$ | 'æmə | [22] |
|  | 'æma: ${ }^{\text {u }}$ | [43, 68] |
|  | 'æma: | [53, 63] |
|  | 'æma: ${ }^{\text {/ ' }}$ 'æma:ł | [80] |
| am | æm | [89, 100, 107, 113] |
|  |  | \{frequently [m] previously\} |
| ambulance | 'æmbins | [99] |
|  | 'æmbəjəns | [135] |
| America | a'merita | [89, 99, 105, 112, 116] |
|  | ə'merita / a'merikə | [137] |
| an | ə | [39] \{see also 'a'\} |
| and | ə | [26] |
|  | a / $\mathrm{n}^{\text {n }}$ | [37] |
|  | æn | $[46-7,49,66,69,71-2,85,$ <br> $88,90,100,107,113,115$, |
|  |  | $119,149]$ |

2 The intervocalic consonant was a palatalised alveolar affricate.
3 Zachary's father's name: the correct adult pronunciation is ['æma:ł].

|  | әn | $\begin{aligned} & {[50,56-7,61,89,109,112,} \\ & \left.116,130,{ }^{4} 141\right] \end{aligned}$ |
| :---: | :---: | :---: |
|  | æn /ænd | [60] |
|  | ænd | [70] |
| Angela | 'ænd ${ }^{\text {² }}$ alə | [80] |
| animal | 'æməl | [72] |
| ankle | 'æntul | [132] |
| Annabel | 'ænəbel | [90] |
|  | 'ænəmel | [91] |
| Anne ${ }^{5}$ another | æn | [22, 43, 56, 59, 80] |
|  | mo: | [14] \{see also 'more'\} |
|  | 'лә | [33] |
|  | 'nıdo | [39, 69] |
|  | 'n^də / ə'n^də | [43] |
|  | $\partial^{\prime} \mathrm{n}$ ¢ $\mathrm{d}^{\text {a }}$ | [44, 46, 48, 54, 56, 63, 89, 94] |
|  | a'nıdə | [45] |
| any | 'عni: | [55, 58, 62, 73] |
| anybody | 'enisbodi: | [85] |
| anyone | 'eniswan | [82] |
| anything | 'enisin | [114] |
| anyway | 'Eni:wdi | [136] |
|  | 'eni:wei | [137] |
| apart | bai? | [40] |
|  | bart | [48] |
| apparatus | æpə'reitəs | [144] |
|  | æpə'reitəs / ə'reiəs | [152] |
| apple | 'æpu | [71] |
|  | 'æpu / 'æpul | [121] |
| apricot | 'eido? / do? | [37] |
|  | 'eibitat | [68] |
|  | 'eibristot | [81] |
| are | a: | $\begin{aligned} & {[67,70-2,76,78,84,86,88} \\ & 90,92,94,100,104,110,118, \\ & 126,132] \end{aligned}$ |
| areas | 'عıriıəz | [128] |
| aren't | aint | $\begin{aligned} & {[80,90,106,132\{\text { with }} \\ & \text { subject ‘'I'\}] } \end{aligned}$ |
| ark (Noah's) | a:t | [69] |
|  | (a) | [78] |
| armbands | 'a:m bænz | [88] |

4 The form with [n] occurred before a velar - i.e. no assimilation.
5 Zachary's mother's name. Cf. from session 56: [æ: mımix tord æn, ən hə: ıdə neim tord ə wumən] - My Mummy (is) called 'Anne' and her other name (is) called 'a woman'.

| around arrived | raund | [78] |
| :---: | :---: | :---: |
|  | waivd | [90] |
| as | æz | [74, 109] |
|  | æ | [91] |
|  | əz | [100, 138-9] |
| ask | a:t | [58] |
| asleep (or 'to sleep') | ə'sisp | [86] |
|  | ə'¢ixp | [106] |
|  | ə'fiip | [113, 115-17] |
| asphalt | 'æsfəlt | [98] |
| as well | $\partial^{\prime}$ we ${ }^{\text {u }}$ | [69] |
|  | ว 'wel | [85] |
|  | əz 'wel | [90] |
| at | æ | [43] |
|  | ә | [48, 66] |
|  | $æ$ ? | [64] |
|  | æt | [137] |
| at all | a'tosl | [82] |
| ate | See 'eat' |  |
| attach | tæt $\int$ | [112, 119] |
|  | tæt $/$ / ${ }^{\prime}$ tæt $\int$ | [116] |
| August auntie auriscope | 'ordast | [100, 117] |
|  | 'a:ntis | [95, 100, 104] |
|  | 'io tost | [81] \{'ear torch'\} |
|  | 'orritoup | [120] |
| avocado | ævจ'ta:dəu | [51, 81] |
|  | ævə'dardəu | [68] |
| away | hrum ${ }^{6}$ | [14] |
|  | wei/ həum | [30] |
|  | wei | [32, 37, 40, 46] |
|  | wei /ə'wei | [39] |
|  | ə'wei | $\begin{aligned} & {[42,48,50-1,54,58,61-2,} \\ & 68,73-4,110,120] \end{aligned}$ |
| baby/babies | bæi | [37] \{intended meaning dubious\} |
|  | 'beibi: | [ $43,60,81,84,86,104,110]$ |
|  | 'berbix | [70] |
|  | 'be ${ }^{\text {i }}$ bi | [79] |
|  | 'beibiz | [100] |

6 He uses [həum] for putting something 'away' and for 'home', but understands 'home' and 'away' perfectly well. Presumably [həum] is his lexical item for both. That is, his phonological representation, phonologically the adult's 'home', maps onto two concepts in a way the adult form does not.

| back | bæ | [15, 17, 23, 26, 35, 40] |
| :---: | :---: | :---: |
|  | bæ / bæ? | [34] |
|  | bæ | [38, 43] |
|  | bæ? | $\begin{aligned} & {[50,54,63-4,69,71,73,86 \text {, }} \\ & 97,118,132] \end{aligned}$ |
|  | bæt | [72, 133, 135] |
| back hoe loader | 'bæ? 'həu 'ləudə | [76] |
| back-pack | 'bæ?pæ? | [54, 77] |
| backwards | 'bæPwədz | [92] |
| bad | bæd | [71] |
|  | 'bædə | [136] \{scil. 'worse'\} |
| badger | 'bædə | [63] |
| bag | bæd | [53, 87, 92, 104] \{see also 'bean bag' |
| baked beans | 'beip 'bi:nz | [121] |
| balance (V) | 'bælənt | [70] |
| ball | bo: | [12] \{see also 'meat balls'\} |
|  | bos/ bas | [14] |
|  | bos | [22] |
|  | bol | [84] |
| balloon | buin | [90] |
| banana | ba: | [22] |
|  | 'bain | [32] |
|  | 'ba:nə | [39, 44, 53, 60, 79, 90] |
|  | 'bosno | [41] |
| band (rubber) | bın | [35] |
| bandage | 'bændid | [81] |
|  | 'bændiz | [110] |
|  | 'bændi3 | [121] |
| bandaged | 'bændid | [90] |
|  | 'bændiz | [93] |
| bang | bæm | [16-20, 23, 34, 56] |
|  | bæm / bım | [35] |
|  | bæm / bæn | [50] |
|  | bæn | [73, 84, 115, 122-3] |
| banging | 'bænin | [73] |
| bangle(s) | 'bænd ${ }^{\text {u }}$ | [48] |
|  | 'bændu / 'bænduz | [62-3] |
|  | 'bændu / 'bændud | [78] |
| banisters | 'bænistə | [110] |
| bank | bænt | [113] |
| Bank holiday | 'bænt 'holidei | [87] |
| barn | bain | [89] |
| barrier | 'bærisə | [100] |
| barrow | 'bæ ${ }^{\text {j}}{ }^{\text {ix }}$ | [31] |


| basin basket bath | 'beisən | [131] |
| :---: | :---: | :---: |
|  | 'basstit | [123] |
|  | ba | [7] |
|  | ba: | [8, 15, 23] |
|  | ba: | [42] |
|  | bait | [62, 69-70, 73] |
|  | bass | [85, 133] |
|  | bæs / bass | [92] |
| bathroom | 'ba:Pru:m | [39] |
|  | 'bassrum | [112] |
| battery | 'bæati: | [48] |
|  | 'bæPriz | [95] |
| battle | 'bædu | [54] |
|  | 'bæPu | [56-7] |
| be | bi | $\begin{aligned} & {[44,49,53,58,71-2,78-9,} \\ & 91,103,115,125,139,141] \end{aligned}$ |
| bean bag | 'bien bæ | [38] |
| beans | bisn | [31, 34, $\left.{ }^{7} 36\right]$ |
|  | bi:nz | [92] |
| bear | be | [44] |
|  | ba: | [55-6, 62-3, 68, 70] |
| because | to? | [53] |
|  | tod | [65-6, 68, 72] |
|  | tod / toz | [69] |
|  | toz | [73, 84, 90, 133, 136,140-2] |
|  | tos | [100, 107] |
|  | toz / koz | [146] |
| Becky | 'betei | [43] |
|  | 'betia | [125] |
| bed | bed | [37] |
|  | bed | [42] |
|  | bed | [49, 69, 72] |
| bee(s) | bix | [26] |
|  | bi:z | [107] |
| been | bim | [55, 65] |
| beetle(s) | 'biidu | [46, 50, 54, 57] |
|  | 'bisdəu | [48] |
|  | 'bisdu /'bistu / 'bisdud / 'bistud | [56] |
| before | a'fos | [67-8, 113] |
|  | fo: | [ $69,73,82]$ |
|  | bi'fos | [127] |
| begin(s) | bi'din(z) | [109, 113-14, 116-18] |

7 Self-corrected from [bin] when I had failed to understand him.

| behind | ə'haind | [75] |
| :---: | :---: | :---: |
| being | 'bisin | [56] |
|  | bim | [79] |
| bell | bel | [94] |
| bench better ${ }^{8}$ | See 'work-bench' |  |
|  | 'beda | [43-4, 49, 68] |
|  | 'bed ${ }^{\text {² }}$ | [48] |
|  | 'beto | [58, 80, 86, 92, 94] |
|  | 'guda | [141] |
| between | bi'tri:n | [132] |
| bhujia | 'butdzila: | [115] \{a fried savoury |
|  | /'buid3ia/ | vegetable\} |
| bib | bib | [39] |
|  | bib | [44, 71] |
| big | bi | [35-6, 38, 42, 47] \{see also 'huge'\} |
|  | bi / bid | [37, 41 \{usually [bid]\}] |
|  | bi | [40] |
|  | bid | $\begin{aligned} & {[44,50,56,58,62-3,65,68 \text {, }} \\ & 70-1,73-4,76-7,85,87-91, \\ & 94-5,97,100,107,114-15, \\ & 117,122,128] \end{aligned}$ |
|  | bid / bit | [46, 57] |
|  | bi / bit | [48] |
|  | bi? | [49] |
|  | big | [139] |
|  | big / bid | [145] |
| bigger | 'u:a /'bija | [32] \{['bijo] on imitation\} |
|  | 'bidə | [37, 82, 90, 105, 107] |
| Billy bin | 'bilis | [49] |
|  | bum | [19] |
|  | bim | [22] |
|  | bin | $\begin{aligned} & {[23,29,32,34-7,48,53,92,} \\ & 94] \end{aligned}$ |
|  | bim / bin | [27] |
| bird(s) | baid | [59] |
|  | bord | [64, 69, 91] |
|  | basdz | [92, 112] |
| birthday | 'bardei | [71] |
|  | 'basfdei / 'bassdei | [85] |
|  | 'bossdei | [117] |

8 Both a comparative adjective and an auxiliary.

| birthday cake biscuit | 'bə:Pdei teit / 'bərdei teit | [58] |
| :---: | :---: | :---: |
|  | 'bitit | [50] |
|  | 'bidi: | [56] \{'bicky'\} |
|  | 'biPdit / 'biPdip / 'biPtip | [74] |
|  | 'bistit | [115] |
| bit(s) | bi? | $\begin{aligned} & {[35,50-1,61-3,65,72,106,} \\ & 109,124] \end{aligned}$ |
|  | biP/bit | [37, 67-9, 71] |
|  | bi / bi / bit | [46] |
|  | biP / bi | [48] |
|  | bit | [ $54,56,132,138,141]$ |
| bite | bait | [56, 89, 107] |
| black | bæ $/$ bæk ${ }^{\text {² }}$ | [36] |
|  | bæ? | [56, 64] |
|  | bæP / bræ? | [69] |
|  | $\mathrm{b}^{1} æ$ ? | [72] |
|  | $\mathrm{b}^{\mathrm{r}} \mathfrak{\text { P }}$ | [91] |
|  | bræ? | $\begin{aligned} & {[104,106,115,117,120,128,} \\ & 131] \end{aligned}$ |
|  | blæ? | [107] |
|  | blæk | [136] |
| blanket | 'bræntit | [133] |
| bleed | brisd | [124] |
| blinds | blainz | [94] |
| blocking | 'bro?in | [131] |
|  | 'blotin / 'blokin | [138] |
| blocks | bro?s | [117, 120] |
| blood | $\mathrm{b}^{1}{ }_{\text {d }}$ | [ $79,87^{9}$ ] |
|  | brad | [101, 123, 126, 131] |
| blood pressure | 'blıd press | [92] |
|  | ${ }^{\prime} \mathrm{b}^{\mathrm{r}}$ d presə | [97] |
| bloody | 'bradi: | [109] |
| blow | bəu | [34] |
|  | bəu | [ $56,82,90]$ |
|  |  | [100] |
|  | brou | [106] |
| blowing | 'brouin | [104] |
| blue | bym | [18] |
|  | ('buaa) | [19] |
|  | bu: | [57, 62] |
|  | $\mathrm{b}^{\mathrm{r}} \mathrm{u}$ : | [95, $\left.{ }^{10} 109,112\right]$ |
|  | bru: | [101, 120, 132] |

9 The post-consonantal sonorant was indeterminate, after several hearings, as between [1], [r] and [w].
10 Post-consonantal /l, r, w/ are neutralised: either phonetically indistinct or in free variation.

| blue tack | 'bu: tæ? | [88] |
| :---: | :---: | :---: |
| boat | bəu | [14, 16] |
|  | bout | [78] |
| Bob the Builder | bəu(m) ${ }^{11}$ | [19] |
|  | 'bəu 'bijæ | [21-2] |
|  | 'bəəu 'bijæ / 'bou 'bilæ ${ }^{12}$ | [23] |
|  | 'bəu 'bijo | [24] |
|  | 'bə 'bijə | [25-6] |
|  | 'bo 'bijo | [27, 30-1, 33] |
|  | 'bo 'bija /'bə 'bijə /'bua 'bijo | [29] ${ }^{13}$ |
|  | 'bo 'biljə/ 'bəu 'bijə | [32] |
|  | 'bo 'bijo | [35, 37] |
|  | bob | [41-2] |
|  | 'bob a 'bi ${ }^{\text {u }}$ d | [58-9, 63, 68-9] |
|  | 'bob a 'bilda | [117] |
| bog | bod | [61] |
| boiler | 'boila | [107] |
| bone | bəu $^{\text {n }}$ | [19] |
|  | boun | [87] |
| bonfire | 'bonfaiə | [115] |
| book | bu | $\begin{aligned} & {[1,12,19,22-3,25-34,36,} \\ & 37] \end{aligned}$ |
|  | bo: | [11] |
|  | bu / buf | [13] |
|  | bu/ buh / bu¢ | [14] |
|  | $\mathrm{bu}^{\text {h }}$ | [15, 18] |
|  | bu / bu ${ }^{\text {h }}$ | [17] |
|  | bu: | [21] |
|  | bu | [39, 43, 45, 47, 49] |
|  | bu?/ bu | [43] |
|  | bu / bot / bu? | [46] |
|  | bu?/ bu / but ${ }^{\text {s }}$ | [48] |
|  | bu? | [50, 54, 95, 102] |
|  | but | [55, 66] \{scil. 'books'\} |
|  | but / buk | [133] |
| book case | 'buPteis | [123] |
| boom | bu:m | [140] |
| boot (of car) | bu | [14] |
|  | bu: | [28] |

11 Pointing to a picture of same; usually without [m].
12 The latter pronunciation occurred only once.
13 He identified with Bob the Builder, referring to himself and the toy in identical terms.

| boots (shoes) | bu: | [24, 27, 32] |
| :---: | :---: | :---: |
|  | bu | [35] |
|  | buit | [43, 65] |
| borrow | 'borəu | [54] |
| both | bouf | [69] |
|  | bout | [71] |
|  | bous | [105] |
| bother | 'bodə | [73] |
| bottle | bo | [37] |
|  | 'bodu | [62] |
|  | 'botal | [106, 109] |
|  | 'bokal | [136, 152] |
| bottom | 'bodəm | [71] |
|  | 'botam | [107] |
| bought | bos | [34] \{maybe 'brought'\} |
|  | bort | [44] |
|  | bot? | [54, 105] |
|  | baid | [81] |
| bow (as in tying a bow) | bo: / bos | [14] |
|  | bəu | [15, $\left.{ }^{14} 36\right]$ |
| bowl | bəu | [13] |
|  | bout | [97] |
| box | bu | [26] |
|  | bo? | [31, 32] |
|  | bo? | [38, 49, 61, 67-70, 72] |
|  | bo? / pot | [46] |
|  | bot | [48] |
|  | bo? / bot | [ $54,56,74]$ |
|  | $\mathrm{bot}^{\text {s }}$ | [57] |
|  | bot | [58, 71, 73, 78] |
|  | bo?s | [92, 109, 116] |
| boy | boi | [37, 65] |
|  | $b{ }^{\text {e }}$ | [63] |
| brake | bei? /beit | [36] |
| branches | 'bra:nt ${ }^{\text {iz }}$ | [116] |
| bread (dough) | do: | [4, 6] |
|  | do:/ dau | [10] |
|  | dəu | [28, 29] |
|  | be? / dou | [37] |
|  | dəu | [44, 69] |
|  | bed | [55, 64] |

14 In fact an instruction to tie his shoelaces.

|  | $\mathrm{b}^{\mathrm{r}} \varepsilon \mathrm{d}$ | [68] |
| :---: | :---: | :---: |
|  | bred | [70, 74, 110, 140] |
|  | $\mathrm{b}^{\mathrm{w}}$ ed | [71] |
| bread bin | 'bed bin | [69] |
| break | beit | [62] |
|  | breit | [68, 100] |
| breaker | 'breito | [98] |
| breakfast | 'bredfəd | [70] |
|  | 'bretfot | [79] |
|  | 'bretfəs | [95] |
|  | 'bre?fast | [133] |
| breathe | brisd | [133] |
|  | bri:ð | [148] |
| breathing | 'brizzin | [134-5, 144] |
|  | 'brixðin | [148] |
|  | 'bri:ðin / 'briszin | [152, 154] |
| brick(s) | bi | [37] |
|  | bit | [58] |
|  | brits | [73] |
|  | bri? | [74] |
|  | $b^{\text {r }}$ i? | [77] |
|  | bi? | [78] |
|  | biPs | [92] |
|  | brips | [106, 109] |
|  | brit | [135] |
| bridge | $\mathrm{b}^{\text {r }}$ id | [70] |
|  | $\mathrm{b}^{\mathrm{r}} \mathrm{d}^{\text {2 }}$ | [91] |
|  | brid | [95] |
|  | briz | [100, 106] |
|  | brid3 | [154] |
| brief-case | 'bistteit/ 'bisdəteitə | [48] |
|  | 'bi:Pteit | [58] |
| bring | bin | [35, 38, 56, 61-2, 68-9] |
|  | $\mathrm{b}^{\text {r }}$ in | [77] |
|  | brin | [86, 91, 106] |
| bringing | 'binin | [63] |
|  | 'brinin | [97] |
| broccoli | 'bopalis | [94] |
| broke (past tense of break) | baut | [54] |
|  | boud | [56] |
|  | brou? | [68] |
|  | broupt | [87] |
|  | brout | [109] |
| broken | 'bəutən | [62] |
|  | 'brzutan | [75-6, 100, 106, 136] |


|  | 'breutan | [81, 90] |
| :---: | :---: | :---: |
|  | brout | [128] |
|  | 'brəukən | [137] |
|  | 'breikən / brəukt | [145] |
| broom | bum | [22] |
|  | bu:m | [34, 40, 58, 62] |
|  | $\mathrm{b}^{\text {r }}$ u:m | [ 92,121 ] |
| brother | 'bıdo | [70] |
|  | 'br ${ }^{\text {r }}$ də | [79] |
|  | 'brıdo | [84] |
|  | 'biszo | [86] |
|  | 'brszo | [108, 112, 139] |
|  | 'brıдə | [137] |
| brought | bot | [54] \{see also 'bought'\} |
|  | brin / bost / brost | [86] |
|  | brind | [108] |
| brown | (ba:u ${ }^{\text {n }}$ ) | [19] |
|  | $\mathrm{b}^{\mathrm{r}}$ aun | [69-70, 72, 91] |
| bruised | buid | [64] |
| brush | $\mathrm{b}^{\mathrm{r}}$ t | [79] |
|  | $\mathrm{b}^{\mathrm{r}}$ s | [85, 97] |
|  | brsf | [131] |
| bucket | 'bspi: | [34] |
|  | 'b^2bi? | [37] |
|  | 'bspip / 'bs Pit | [65, 128] |
|  | 'bıPip | [79, 81, 92, 95, 100, 107-8] |
| buggy | 'bədi: /'bıdi: | [36] |
|  | 'badi: | [38, 46, 64, 72, 97] |
| build | bia | [21] ${ }^{15}$ |
|  | $\mathrm{bi}^{\text {u }}$ d | [58, 72] |
|  | $\mathrm{bi}^{\mathrm{u}} \mathrm{d} / \mathrm{biłd}$ | [145] |
| building (V) | 'bi'din | [85] |
| buildings | 'biudinz | [108] |
| bulldozer | 'buldəuda | [76] |
| bum | b ¢m | [37] |
| bump | bəm | [23] |
|  | $\mathrm{b} \wedge \mathrm{p} / \mathrm{b} \wedge \mathrm{m}$ | [32] |
|  | $\mathrm{b} \wedge \mathrm{m} / \mathrm{b} \wedge \mathrm{mp}{ }^{7}$ | [34] |
| burglar | 'barda | [38] \{imitating me\} |
|  | 'basdla | [133] |

15 As in [bi: hæ] - build have $\{=$ "let's do some building" $\}$. See the discussion of stage 3 in chapter 4.

| burn | bain | [68] |
| :---: | :---: | :---: |
| bus | bst | [72, 81] |
| busy | 'bidis | [56, 67, 71] |
| butter | 'bıdə | [37, 56] |
|  | 'bətə | [92] |
| butterfly | 'bıлdəfai | [48] |
|  | 'bıdəfai | [63] |
|  | 'bıdəwai | [65] |
|  | 'bıtaf ${ }^{\text {r }}$ ai | [112] |
| button | 'bıdən | [66] |
|  | 'b^1วข | [99, 113] |
| buy | bai | [56-7] |
| buying | 'baiin | [145] |
| by (hand) | bei ® $^{\text {n }}$ | [31] |
|  | bai 'hænd | [94] |
|  | bai | [115, 139] \{passive morpheme |
| bye-bye | bah | [0] |
|  | 'baba, 'bæbæ, 'bææ 'bæ ${ }^{16}$ | [1] |
|  | 'bæ 'bæ, 'bæbæ | [2] |
|  | 'bæ 'bæ | [28] |
| cab | tæb | [122] |
| cable | 'teibu | [95] |
| cake | dei | [31] |
|  | 'dei: | [32] |
|  | dei | [34] |
|  | deit | [42] |
|  | teit | $\begin{aligned} & {[48,57,71,82,84,97,126 \text {, }} \\ & 132] \end{aligned}$ |
|  | teit /tei? | [70] |
|  | keit | [133] |
| calf, calves | tait | [59] |
|  | taivz | [110] |
| call | toil / ts: ${ }^{17}$ | [74] |
| called | toxd | $\begin{aligned} & {[53-4,56,58,62,68-9,72 \text {, }} \\ & 82,100] \end{aligned}$ |
|  | torld | [81] |
|  | toild / to:d | [114, 120] |
| Cambridge | 'teimbid | [59] |
|  | 'teimb ${ }^{\text {r }}$ iz | [100] |

[^35]| came <br> camel <br> camera | teim | [64, 113] |
| :---: | :---: | :---: |
|  | 'tæməł | [128] |
|  | 'dæmə | [26, 32] |
|  | 'tæmə | [51] |
|  | 't'æmə | [70] |
|  | 't' ${ }^{\text {S }}$ mrə | [84] |
|  | 'tæmrə/ 'træmə | [88] |
| can (= be able) | tæn | $\begin{aligned} & {[54,56,58-9,61-2,65,67-9,} \\ & 71-2,74,77-8,81,85,87-92, \\ & 94-5,97,102,105,108,140] \end{aligned}$ |
|  | $\mathrm{t}^{\text {h }}$ ( $/$ tæn | [84] |
|  | kən | [136] |
|  | kæn | [141] |
| candle(s) | 'dænə | [34] |
|  | 'tændu | [57, 82] |
|  | 'tændu / 'tændəl | [84] |
|  | 'tænduz | [95] |
|  | 'tændəlz | [106] |
| candle lighter (match) | 'tændəl laitə | [84] |
| candle-stick maker | 'tændu tit meitə | [90] |
| can't | tam | [ $56,58,61,66]$ |
|  | taint | [65, 74, 85, 115] |
|  | taint / ta:n | [62] |
|  | ta:n? | [89, 100, 123] |
| car | brm/ brrm | $\begin{aligned} & {[8,11,13,14,19,22,23,24,} \\ & 25,30,36] \end{aligned}$ |
|  | da: | [32] |
|  | da: | [46] |
|  | ta: | $\begin{aligned} & {[48,50,54-5,58,66,71-2,} \\ & 75,78-9,81,86,89,97, \\ & 99-100,104,112,114,120, \\ & 130] \end{aligned}$ |
| card | dasd | [43] |
|  | taid | $[58,63]$ |
| cardboard | 'ta:dbosd | [58] |
|  | 'ta:bord | [94] |
| care (N) | te: | [78] |
| careful | 'te:fu | [90, 95] |
| carol | 'tæwəł | [48] |
| car park | 'tas pai? | [106] |
| carpet | 'tasbix | [48] |
|  | 'ta:pi? | [50, 66] |
|  | 'taspit | [60, 73, 76, 79, 87, 99, 129] |
|  | 'ta:piP / 'ta:pit | [106] |


| carriage carried carrot | 'tæriz | [70] |
| :---: | :---: | :---: |
|  | 'tærid | [115] |
|  | 'tæwə? | [63] |
|  | 'tærət | [72] |
|  | 'tæwət | [77, 80-1, 94] |
|  | 'kærət | [135] |
| carry | 'tæi: | [43, 51, 78, 92, 95] |
|  | 'teis | [57] |
|  | 'tæri: | [74, 116, 124, 135] |
|  | 'tærix | [84] |
|  | 'tæwi: | [85, 91] |
|  | 'kæri: | [137, 145] |
| cart | ta:? | [108] |
| carton | 'taitən / 'kaitən | [133] |
| case | teit/ tei? | [62] |
|  | teit | [64, 66, 78$]$ |
|  | teis/ teit | [69, 85] |
|  | teis | [ 92,114$]$ |
|  | keis | [149] |
| castle | 'tasu | [100] |
|  | 'ta:sal | [106, 117] |
|  | 'ta:sul | [120] |
| cat | 'æ: ${ }^{18}$ | [3, 6] |
|  | æ: /'mixau | [23] |
|  | 'misau | [32] |
|  | tæt | $\begin{aligned} & {[50,52,62,68,76,112,} \\ & 122-4] \end{aligned}$ |
|  | tæ? | [59, 79, 97] |
|  | 'miau tæt / 'miau tæ? | [66] |
|  | tæt ${ }^{\text {s }}$ | [91] |
|  | kæ? | [133] |
| catch | tæt | [63] |
|  | tæts | [105] |
|  | tætS | [116] |
|  | kæt ${ }^{\text {d }}$ | [139] |
| caterpillar | 'tætəрі:јə | [69] |
|  | 'tætəpila | [ 92,120$]$ |
| caught | tort | [117, 124] |
|  | kæt 5 t | [154] |
| caused | to:zd | [124] |
| cave | teiv | [113] |

18 Up to and including session 23 Z used a consistent, but intonationally odd, gradual high to low fall for this item.

| ceiling | 'sislin | $\begin{aligned} & {[72,86,92,102,113-14,136,} \\ & 149] \end{aligned}$ |
| :---: | :---: | :---: |
| cement mixer | brr | [3] \{see 'mixer'\} |
|  | 'ment mida ${ }^{19}$ | [59] |
|  | 'ment midə / 'sent midə | [64] |
|  | sə'ment midə | [71] |
| chair(s) | te: | [47] |
|  | te | [50] |
|  | ta: | [63] |
|  | $\mathrm{t}^{\mathrm{t}} \varepsilon$ : | [79, 87] |
|  | tre: | [101, 107-8, 117, 121, 133] |
|  | $\mathrm{t}^{¢} \varepsilon$ : | [111] |
|  | tre:z | [120] |
| chance | træns | [132] |
| change | $\mathrm{t}^{\mathrm{r}}$ eind | [84] |
| charge \{as in "I'm in charge" $\}$ | tra:z | [117] |
| check (V) | $t^{s} \varepsilon$ ? | [73] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢ t | [78] |
|  | $\operatorname{tre}$ ? | [113] |
| cheese | di: | [20, 32] |
|  | tisd | [58] |
|  | $t^{\text {s }} 1: z$ | [66, 88-9, 100] |
|  | $\mathrm{t}^{\mathrm{s} i} \mathrm{iz} / \mathrm{t}^{\mathrm{s}} \mathrm{i} \mathrm{d}^{\text {z }}$ | [71] |
|  | $t^{\text {s }}$ iz $/ \mathrm{t}^{\text {s }} \mathrm{i}$ id | [74] |
|  | trizz | [110, 119] |
| chemicals | 'temitalz | [133] |
| cherry | 't'sis | [82] |
|  | 'treris | [124] |
|  | 'tferis | [139] |
| chew | tfu: | [134] |
| chick | ti? | [63] |
| chicken | 'tritinz | [106] |
|  | 'tJiPin | [114] |
| chicken pox | 'tritin po?s | [106] |
| child | $t^{\text {s a }}{ }^{\text {a }}$ d | [87] |
|  | 'trildrən | [112] |
| chimney | 'tfimnia / 'fimnis | [140] |
| chin | tin | [56] |
|  | $t^{\text {s }}$ in | [90] |
|  | trin | [101] |

19 [si'ment midə] on being asked for his mother's pronunciation. A comparable reaction occurred in session 64.

| china Chinese chip(s) | 'train ${ }^{\text {r }}$ | [114] |
| :---: | :---: | :---: |
|  | tsai'nizz | [85] |
|  | tip | [57, 61, 65] |
|  | $\mathrm{t}^{\text {rip }}$ | [82] |
|  | $t^{\text {s }}$ ip | [94] |
|  | trip | [128] |
| chlorine chocolate | 'torri:n / 'troxrion | [85] |
|  | 'todit | [51] |
|  | 'tropdit | [84] |
|  | 'troplit / 'troplip | [91] |
|  | 'tro?lit | [ $92,94,112,121]$ |
|  | 't'o?lit | [95] |
|  | 'tropli? | [100] |
|  | 'troplo? | [108] |
|  | 't¢o?lit | [140] |
|  | 'Soklit | [141] |
| chomp | tromp | [80] |
| choose | turd | [71] |
|  | tru:z | [119] |
| chop (V) | top | [65, 71] |
|  | $\mathrm{t}^{\mathrm{r}}$ )p | [94] |
| chopping | 'topin | [65] |
| Christmas | 'trisməs | $\begin{aligned} & {[103,107,110,116,129] \text { ssee }} \\ & \text { also 'Father Christmas'\} } \end{aligned}$ |
| Christopher Robin circle | 'tidəwa 'robin / 'tida 'robin | [58] |
|  | 'tJistəfə 'robin | [109] |
|  | 'saitu | [56, 123] |
|  | 'sorkəl | [137] |
| clamp clap clean | træmp | [120] |
|  | træp | [86-7, 101] |
|  | diin | [27, 29, 34, 39] |
|  | ti:n | [48, 53, 58, 69-71, 76, 79] |
|  | tion / ${ }^{\text {him }}$ in | [64] |
|  | $t^{\text {s in }}$ n | [73, 87, 109] |
|  | tion $/ t^{\text {sim }}$ in | [84] |
|  | trien | [100, 114, 125, 132] |
| cleaned cleaning clear | ti:nd | [79, 87, 90] |
|  | 'trisnin | [108] |
|  | tria | [110] |
|  | kliso | [138] |
| clever <br> climb | 'treve | [101, 130] |
|  | deim | [38] |
|  | tæ:m | [50] |
|  | taim | [62] |
|  | traim | $\begin{aligned} & {[85,101,107-8,112-13,120,} \\ & 124,130] \end{aligned}$ |


|  | $\mathrm{t}^{\mathrm{r}}$ aim / traim | [87] |
| :---: | :---: | :---: |
|  | $\mathrm{t}^{\text {saim }}$ | [88] |
|  | $\mathrm{t}^{\mathrm{r}}$ aim | [106] |
| climbed | traimd | [115, 131] |
| climbing | 't ${ }^{\text {s aimin }}$ | [90] |
|  | 'traimin | [93] |
| climbing frame | 'taimin feim | [90] |
|  | 'traimin feim / 'traimin $\mathrm{f}^{\mathrm{r}}$ eim | [95] |
|  | 'klaimin freim | [136] |
| cling film | 'tin fim | [76] |
| clinic | 'trini? | [128] |
| clip | See 'paper clip' |  |
| clock(s) | $\mathrm{t}^{\mathrm{h}}$ )? | [56] |
|  | tot / tots | [58] |
|  | to? | [67] |
|  | tro? | [110, 131] |
|  | tro? / trot | [120] |
| close (V) | toud | [62] |
|  | troud | [78] |
|  | $\mathrm{t}^{\text {r }}$ - ${ }^{\text {d }}$ | [79] |
|  | $\mathrm{t}^{\text {r }}$ )uz | [97] |
|  | trouz | [104, 120, 123, 128, 131] |
| close (Adj) | trous | [92, 115, 121, 126] |
| closed (passive) | 'trouzən | [97] |
|  | trouzd | [111, 116] |
| closing | 'toudin | [74] |
| cloth | tot | [76] |
|  | tros | [85, 100, 108, 110, 117] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢s | [86, 95] |
|  | trof | [89] |
|  | tros / tros / tron | [90] |
|  | tro 5 | [115] |
| clothes | toud | [65] |
|  | trouz | [108, 110, 122, 128] |
| cloud | traud | [127] |
| coal | dəu | [36] |
|  | dəu | [37] |
| coat | dəut | [43] |
|  | trut | [86] |
|  | trut / trup | $[97]^{20}$ |
| cobwebs | 'tobwebz | [114] |

20 Final [ t$]$ in careful speech, $[\mathrm{t}]$ or [?] in normal speech.

| coffee | 'todi: | [55, 63, 67] |
| :---: | :---: | :---: |
|  | 'towis | [68, 70] |
|  | 'tofis | $\begin{aligned} & {[71,73,79,87,90,93,95,99,} \\ & 101,113,117] \end{aligned}$ |
|  | 'tofi: / 'kofir ${ }^{21}$ | [133] |
| cold | trud | [55, 67] |
|  | toud / toul | [73] |
|  | truld | [74-5, 92, 109] |
| colour | 'd^bo | [43] |
|  | 'tıla | [66, 70, 72, 74, 111] |
|  | 't^ləz | [113] |
|  | 'kıləz | [136] |
| comb | dəum | [31] \{reported by his father\} |
|  | toum | [63, 72, 118] |
| combine harvester | domə 'ha:wə | [39] |
|  | 'tom 'bain 'ha:vidə | [82] |
|  | 'tombain 'ha:vidə | [83] |
|  | 'tombain 'ha:visto | [122, 136] |
| come, comes | ${ }_{\mathrm{d}} \mathrm{d} \mathrm{m}$ | [28, 30, 35, 37] |
|  | $\mathrm{d} \wedge \mathrm{m}$ | [38, 42] |
|  | tsm | $\begin{aligned} & {[48,56,60,64,68-9,71-2,} \\ & 76,79,84,86,89,92,97,108, \\ & 121,131] \end{aligned}$ |
|  | tamd | [58] |
|  | tımz | [117] |
| coming | 'd $\Lambda$ min /'d $\lambda$ mi | [56] |
|  | 'tımin | [61, 67, 90, 132] |
| completed | kom'plittid | [149] |
| compost bin | 'tompo? bin | [58] |
| composter | 'tompoda | [51, 69] |
|  | 'tompota | [65] |
|  | 'tompota / 'tompodə | [71] |
|  | 'tomposta | [85] |
| computer | 'buida/ 'buida | [39] |
|  | 'puida | [48, 56, 62] |
|  | 'puita | [50-1, 87, 93, 100] |
|  | tom'puito | [122] |
|  | 'pjuito | [141] |
| concrete | 'tontrist | [98, 122] |
|  | 'konkrist / 'kəŋkriit | [137] |
| concrete mixer | 'tontiit mida | [71] |

21 He said ['tofi:] a few times, but once or twice self-corrected to ['kofir].

| concrete pumpcondensed milk | 'tont ${ }^{\text {rist }}$ 'p $\wedge$ mp | [93] |
| :---: | :---: | :---: |
|  |  | [76] |
| condor | 'tondo: | [120] |
| Connector | ta'ne?ta | [117] |
|  | ta'nektə / kə'nektə | [135] |
| control | ən'trəul / on'toul | [76] |
|  | ən'trəul | [98] |
| cook (V) | tu? | [70-1, 110, 121] |
| cooked | tuit | [72] |
| cooking | 'tudin /'tupin | [71] |
|  | 'tuPin | [87, 106] |
|  | 'kukin | [145] |
| cool | turl | [144] |
| cooler (Adj) | 'tusla | [100, 128] |
| corner | 'do:nə | [38] |
|  | 'to:nə | $\begin{aligned} & {[58,62,65,67,71,79,94,} \\ & 117] \end{aligned}$ |
| Cornwall | 'do:nwa | [46] |
|  | 'tornwo: | [90] |
| cosy | 'trudi: | [58] |
| cot | do? | [37] |
| cough | tod | [63] |
|  | tof | [73-4, 78, 109, 124-5] |
|  | tofs | [126] |
| could | tud | [71-2, 80-1, 104] |
| count (V) | taunt | [68] |
| countries | 'tıntriz | [128] |
| couple | 'tıbu | [62] |
| courgette | tua'zet | [94, 113] |
|  | tu'zet | [95] |
| cover | 'tıvo | [106] |
| covered | 'tıvəd | [86, 106] |
| covers (N) | 'tıvez | [100] |
| cow(s) | mu: ${ }^{22}$ | [3, 4, 26] |
|  | 'mus dau | [32] |
|  | dau ${ }^{23}$ | [34] |
|  | tau | $\begin{aligned} & {[52,59,79,88,105,109,113,} \\ & 131] \end{aligned}$ |
|  | tauz | [100, 110] |
|  | kau | [137] |
| cow catcher | 'tau tæsə | [95] |
| crack | tæt | [49] |

22 Used for horse and cow in the early sessions. 23 Response to "What says 'moo'?".

| crackers crackle cranberry juice | 'trætəz | [109] |
| :---: | :---: | :---: |
|  | 'træPə1 | [107] |
|  | 'træmbrii du:t / 'træmbia du:t / trrenbri: dust | [74] |
| crane | $\mathrm{t}^{\mathrm{r}}$ ein | [ $69,77,83,93] \quad$ \{cf. 'train'\} |
|  | trein | [98, 102, $\left.{ }^{24} 112,120\right]$ |
|  | $\mathrm{k}^{\mathrm{r}} \mathrm{ein}^{25}$ | [129] |
|  | krein | [137] |
| crash | $\mathrm{t}^{\mathrm{r}}$ ¢ | [85] |
|  | træs | [99] |
|  | træS | [108, 114, 120, 122] |
|  | kræf | [140] |
| crawl | $\mathrm{t}^{\mathrm{r}}$ ¢ ${ }^{1}$ | [95, 100, 113] |
|  | trosl | [124] |
|  | krosld | [136] |
| crawling | 'tro:lin | [127, 131] |
| crayon | 'treion / 'treion | [79] |
|  | 't'reion | [87] |
|  | 'treion | [117] |
| cream | tiem | [63, 69] |
|  | tri:m | [131-2] |
|  | krimm | [140] |
| cress | tres | [88] |
|  | $\mathrm{t}^{\mathrm{r}} \varepsilon \mathrm{s}$ | [92] |
| Cridlington | 'kridlintən / 'tridlintən | [145] |
|  | 'kridliton | [146] |
| croc(odile) | do? | [37] |
|  | 'totudæ ${ }^{\text {u }}$ | [57] |
|  | 'totadai ${ }^{\text {u }}$ | [63, 78] |
|  | 'totudai ${ }^{\text {u }}$ | [72, 80] |
|  | 'trotadai ${ }^{\text {u }}$ | [92] |
|  | 'trotudaiu | [112] |
| crocus | 'toutət | [64] |
| cross | tot | [67] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢ ${ }^{\text {a }}$ | [100] |
|  | kros | [137] |
| crossing ( N ) | 'trosin | [92, 107] |
| crow | tou | [58, 67] |
|  | trəu | [116] |
| crowded | 'traudid | [114] |
| crumble ( N ) | ${ }^{\prime} \mathrm{t}^{\mathrm{r}}$ ¢mbu | [89] |

24 As in [trein trein] - train crane - an appropriate compound for a crane carried on a train.
25 The velar articulated with visible effort.

| crumbs | tımd | [78] |
| :---: | :---: | :---: |
|  | trımz | [100, 110, 120, 147] |
|  | krımz | [136] |
|  | krımz / trımz | [148] |
| crunch crunchy | $\mathrm{t}^{\mathrm{r}}$ ¢ nt | [73] |
|  | 'tantis | [62, 67] |
|  | 'tın?ti: | [63] |
|  | 'sızi: / 't's $n$ dis | [70] |
|  | ${ }^{1}{ }^{\text {r }}$ Antis | [73] |
|  | 'trınsis | [86] |
|  | 'trant $\int$ iz | [120, 126] |
| crush | tras | [85] |
| crusher | 'tuta | [46] |
|  | 'tusa | [48, 94] |
|  | 'trase | [92, 98] |
|  | $' \operatorname{tr} \Lambda \int \partial$ | [122] |
| crust | tıt | [69] |
|  |  | [74] |
| cry | trai | [78, 123] |
| crying | 'traiin | [71, 97] |
|  | 'taiin | [105] |
| cucumber | 'tu:tımbə | [64, 74] |
| cuddle | 'tıdu | [76, 95, 128] |
|  | 'tıdu / 'tıdul | [124] |
| cup | $\mathrm{d} \wedge \boldsymbol{\mathrm { p }} / \mathrm{d} \wedge \mathrm{p}^{\top}$ | [37] |
|  | $t \wedge \mathrm{p} / \mathrm{t} \wedge \mathrm{b}$ | [71] |
|  | tıp | [82, 92] |
|  | k^p | [138] |
| cupboard | 'd^bə | [42] |
|  | 'ta:be | [48] |
|  | 'tıbəd | $\begin{aligned} & {[58,61,65,68,73,85,106,} \\ & 109,127] \end{aligned}$ |
|  | 'kıbəd | [136] |
| curtains | 'dлəп | [38] |
| curvy | 'tardis | [58] |
|  | 'tarvis | [120, 123] |
|  | 'kərvi: | [139] |
| cushion | 'tufən | [111] |
| custard | 't^stəd | [89] |
| cut | $\mathrm{d}_{0} \mathrm{~A}$ | [32] |
|  | tnt | [56, 69, 85, 92, 95] |
|  | tı? | [59-61, 64, 80, 84, 106, 113] |
|  | $\mathrm{t} \Lambda \mathrm{P} / \mathrm{t} \Lambda \mathrm{t}$ | [66, 81] |


| cutting | 'tatin | [90] |
| :---: | :---: | :---: |
| cutter | 'tıto | [74, 116] |
| Daddy ${ }^{26}$ | da | [0] |
|  | 'dada(da(da(d))) | [5, 6] \{all possible combinations occurred\} |
|  | 'dada | [7] \{possessive\} |
|  | 'dæ (dæ) | [8] |
|  | 'dædæ (dæ (dæ)) | [ 9,11$]$ |
|  | 'dædæ | [13, 14, 15, 17] |
|  | dæd | [15] \{as part of 'Mum Dad'\} |
|  | 'dæ (da:) | [19] |
|  | 'dæda: | [20, 23] |
|  | 'dædməm /'dæ 'məmi: | [23] \{Mummy and Daddy\} |
|  | 'dæda: /'dædix | [26] |
|  | 'dædi: | [30, 32, 36] |
|  | 'dæd(i:) | [31] |
|  | 'dædi: | $\begin{aligned} & {[38,42,50-1,53-4,56,61-2,} \\ & 65,71,79,89-90,94,106] \end{aligned}$ |
|  | 'dædəi: | [125] |
| damage | 'dæmi3 | [126] |
| damaged | 'dæmizd | [124] |
| dandelion | 'dændi:læ ${ }^{\text {n }}$ | [82] |
|  | 'dændi:lai ${ }^{\text {n }}$ | [86] |
| dangerous | da, dæ: ${ }^{27}$ | [1] |
|  | da: | $\left[2,3,6,13,29^{28}\right]$ |
|  | 'deinrəs / 'deindras | [89] |
|  | 'deinras | [90] |
| dark | da:? | [38, 56, 87, 108] |
|  | do:? | [49] |
|  | dat? / da: | [57] |
|  | da:k | [141] |
| darling | 'da:lin | [85] |
| dates | deit | [48] |
| day | di: | [31] \{in 'old days'\} |
|  | dei | [43, 59, 71, 91] |
| dead | ${ }_{\text {d }} \mathrm{d}$ | [31] |
|  | ded | [91] |
| deal | disl | [86] |
| dear | dia | [23] \{see also 'oh dear'\} |
| dear me | dia 'mi: / tio 'mis | [44] |

## 26 Also used for Grandpa.

27 Typically, but not invariably, with a slow rise and slightly quicker fall.
28 Used for knife as well as dangerous.

| decided | 'saidid | [106] |
| :---: | :---: | :---: |
| decorate | 'detəreit | [87] |
| deer | dia | [63] |
| den | den | [86-7] |
| design | di'zain | [138] |
| desk | dest | [133] |
| destroy | dis'troi | [132 |
| detach | $\Lambda \mathrm{n}^{\prime}$ tæt ${ }^{\text {d }}$ | [119] |
| diaphragm | ('daiəfæm) | [85] |
| did | did | $\begin{aligned} & {[56-7,65-9,73-5,77-8,89,} \\ & 95,106] \end{aligned}$ |
| different | 'diwənt | [89] |
|  | 'difrənt | [100] |
| difficult | 'difitalt | [111] |
| dig | di | [15, 17, 20-1, 26] |
|  | did | [75, 91, 99, 106] |
| digger | di | [19, 22] |
|  | 'diijo | [29] |
|  | 'dijo | [30-1, 35] |
|  | 'diro | [36] |
|  | ' $\mathrm{di}^{\mathrm{y}}$ ) | [37] |
|  | 'dirjo | [45] |
|  | 'didə | $\begin{aligned} & {[57,59,69,71,76,83,88 \text {, }} \\ & 92-3,129] \end{aligned}$ |
|  | 'didəz | [95] |
| digging | 'didin | [89-90, 92] |
| dilute | dai'luit | [82, 128] |
| ding-dong | 'dinlin | [19] |
|  | 'din do | [34] |
| dining room | 'dainin rum | [82, 91] |
| dinner | 'dinə | [20-1, 23, 34] |
|  | 'dinə | [137] |
| dinosaur | 'dæ ${ }^{\text {n }}$ S ${ }^{\text {a }}$ | [46] |
|  | 'dainoss: | [84, 136] |
| dirt | dost | [41, 44, 48] |
|  | da:t | [53] |
| dirty | 'dərdi: | [68] |
|  | 'dordix | [70] |
| disaster | 'zastə | [90] |
| Dizzy | 'didi: | [48, 56, 59, 65, 72] |
|  | 'dizi: | [97, 117] |
| do | du: | $\begin{aligned} & {[23,26,28,32,34-5,37,39,} \\ & 41-3,46,49-50,55-6,60-2, \\ & 64-5,67-74,77,84\{=\text { 'do } \\ & \text { you' }\}, 85,88,90,92,99,119, \\ & 139] \end{aligned}$ |


| doctor | 'do?to | $\begin{aligned} & {[60,64,80,85,97,111,120,} \\ & 127] \end{aligned}$ |
| :---: | :---: | :---: |
|  | 'dok'ta | [137, 145, 149] |
| does | $\mathrm{d} \Lambda \mathrm{d}^{\text {d }}$ | [71] |
|  | $\mathrm{d} \lambda \mathrm{z}$ | [72, 82, 89, 97, 100] |
|  | dəz | [109] |
|  | du:z | [116, 122, 139] |
| doesn't | $\mathrm{d} \wedge \mathrm{nt}$ | [65] |
|  | 'd^ən? | [72] |
|  | 'd $\lambda \mathrm{d}^{\text {n }} \mathrm{n}$ | [73] |
| dog | 'wowo | $[1,3] \quad$ \{virtually voiceless throughout\} |
|  | wo: | [4] |
|  | wu:/ $\phi$ u: | [14] |
|  | wu/ $\phi$ u | [32] |
|  | ф: | [36] |
|  | do? | [47] |
|  | dod | $\begin{aligned} & {[52,59,62,86-8,97,110,} \\ & 115,122-3,129] \end{aligned}$ |
| doing | 'dusin | [34, 70, 89-90, 94] |
| dolly | 'doli: | [71] |
| dolphins | 'dolfinz | [112] |
| dominoes | 'domə /'dom | [21] |
| done | $\mathrm{d} \wedge \mathrm{n}$ | [48, 56, 70-1] |
| donkey | 'dondi: | [43] |
|  | 'dontiz | [131] |
| don't | dəun | $\begin{aligned} & {[48,55,57-8,60,64,68-70,} \\ & 74,78-81,85,88,109] \end{aligned}$ |
|  | dəun? | [71, 92, 95] |
|  | dəun / dəunt | [73] |
|  | dəun? / dəun | [84] |
|  | dount | [125] |
| door | du /do | [14] |
|  | do: | [16, 18, 23] |
|  | do: | [58, 62, 69, 72-4, 76-7, 140] |
| double | 'd^bal | [137] |
| double decker (bus) | $\mathrm{d} \wedge$ bu dedə 'bıt | [81] |
|  | d^bol 'detə | [109] |
| dough | See 'bread' |  |
| down | dæ | [14] \{inconsistent\} |
|  | dau | [34] |
|  | daun /daum | [37] |
|  | daun | $[38-9,42,46,51,58,69,72$ |
|  |  | $106-7,110,131,139]$ |


| downstairs | daun'te:d ${ }^{29}$ | [84] |
| :---: | :---: | :---: |
| drag | dæd | [62] |
|  | dræd | [73] |
| dragon(s) | 'drædən | [70, 95] |
|  |  | [71] |
|  | 'drædənz | [92] |
|  | 'drædən | [101, 112] |
|  | 'd3ægən | [140] |
| draw | dos | [31, 34] |
|  | $\mathrm{d}^{\mathrm{r}} 0$ : | [38, 94] |
| drawing | 'droxin | [71] |
| dream(s) | dism | [57] |
|  | dri:mz | [133] |
| dressed | det | [67] |
|  | $\mathrm{d}^{\mathrm{r}}$ es | [71] |
|  | $\mathrm{d}^{\mathrm{r}} \varepsilon \mathrm{t}^{\text {d }}$ | [73] |
|  | $\mathrm{d}^{\mathrm{r}}$ ¢st | [87] |
| drew | du: | [37] |
| dribble | $\mathrm{d}^{\text {ribu }}$ | [71] |
| dried | ' $\mathrm{d}^{\mathbf{z}}$ aidi? | [71] |
| drill | $\mathrm{di}^{\text {u }}$ | [39] |
|  | diu | [49-50] |
|  | $\mathrm{d}^{\mathrm{j}}{ }^{\text {u }}$ | [64] |
|  | $\mathrm{d}^{\mathrm{r}} \mathrm{il} / \mathrm{d}^{\text {z }}$ il | [87] |
| drill bit | 'dril bit | [74] |
| drink | di | [34] |
|  | $\mathrm{d}^{\text {z }}$ int | [71] |
|  | drint | [72] |
|  | drint /dzint | [82] |
|  | $\mathrm{d}^{\text {r }}$ int $/ \mathrm{d}^{\mathrm{z}}$ in? | [84] |
|  | $\mathrm{d}^{\text {r }}$ int $/ \mathrm{d}^{\text {r }}$ in? | [87] |
|  | dzint | [94] |
|  | $\mathrm{d}^{\text {r int }}$ | [95] |
|  | dzink | [140] |
| drinking | 'drintin | [109] |
|  | 'drinkin | [141] |
| drip | dip | [29] |
| driver | 'daidə | [63, 65] |
|  | 'daiva / 'draiva | [70] |
| driving | 'daidin | [64] |
|  | 'draivin | [81] |

29 He contrasted: [wo:? daun'te:d] - walk downstairs and [wo:? daun ə 'te:d] - walk down the stairs.

| drop (N/V) | dop | [62, 66] |
| :---: | :---: | :---: |
| dropped | dop? | [62] |
| drove | doud | [49] |
| drum (stick) | 'drım tip | [117] |
| drunk (pp) | $\mathrm{d}^{\text {rin }}$ ? ${ }^{\text {d }}$ | [87] |
| duck | dæk /dæ? | [26] |
|  | $\mathrm{d}_{0}$ ¢ | [32] |
|  | $\mathrm{d}^{1}$ ? | $\begin{aligned} & {[37,38,59,61,69-70,113,} \\ & 119] \end{aligned}$ |
|  | dæ? | [43] |
|  | $\mathrm{d} \Lambda \mathrm{t}$ | [58, 82] |
|  | $\mathrm{d} \Lambda \mathrm{P} / \mathrm{d} \Lambda \mathrm{t}$ | [73] |
|  | $\mathrm{d} \wedge \mathrm{kh} / \mathrm{d} \wedge \mathrm{k}^{\prime} / \mathrm{d} \Lambda \mathrm{t}$ | [136] |
|  | d d k | [143] |
| duckling | 'd $\uparrow$ ? lin | [101] |
| dummy | 'dлmis | [69] |
| dump | d $\wedge$ mp | [56, 87, 89-90, 98, 106] |
| dumper | 'd^mbə | [55] |
|  | 'dлmpə | [97] |
| Duplo | 'dusprəu | [91] |
|  | 'dru:plou | [106, 132] |
|  | 'drusprou | [125] |
| duster | 'd $\Lambda$ Pto | [58] |
| dustbin | 'd^sbin | [113] |
| dustbin lorry | 'bin louri: | [33] |
|  | 'bin loji: | [54] |
|  | 'bin loris | [77] |
|  | 'bin lowis | [94] |
| duvet | 'du:ve ${ }^{\text {i }}$ | [64] |
|  | 'du:vei | [98] |
| each other | itts 'ndə | [81] |
| ear(s) | 'iəa | [33, 81] |
|  | iəd | [69] |
| earthquake | 'ərstreip / 'orstreit | [117] |
| easily | 'iszili | [108] |
| easy | 'ixdis | [56] |
|  | 'izzi: / 'ixzi: 'pizzi | [120] |
|  | 'iizix | [126] |
| eat | is | [26] |
|  | ist / iid | [38] |
|  | ist | [44, 55-6, 86, 90] |
| eaten | 'iiton | [71, 73] |
|  | 'とtən / 'eitən | [149] |
| eater | 'iito | [135] |


| echo | ('عdəu) | [35] |
| :---: | :---: | :---: |
| Eeyore | 'Pi:Po: | [42] |
|  | 'iiPos | [43] |
| egg(s) | $\varepsilon \mathrm{v} / \varepsilon \mathrm{d}$ | [38] |
|  | عd | $\begin{aligned} & {[43-4,48-9,58,69,72,100,} \\ & 109,124] \end{aligned}$ |
|  | $\varepsilon d / \varepsilon d^{2}$ | [64] |
|  | $\varepsilon d / \varepsilon d z$ | [71] |
|  | \&gz | [137] |
| eight | eit | [48, 55, 60] |
|  | e:t | [54] |
| elastic | 'lædit | [78] |
| electric | 'letrit | [89] |
| elephant | عn: | [39] |
|  | 'عdin / 'عdən / 'enis | [55] |
|  | 'evənt | [78] |
|  | 'efisint | [105] |
|  | 'عfəsint | [112] |
|  | 'عləfənt | [136] |
| eleven | 'ledən | [60] |
|  | ə'levan | [71] |
| else | عlt | [69] |
| e-mail | 'i:meiu | [50] |
| empty | 'emtix | [74] |
| end | End | [56, 72, 78, 80-1, 92] |
|  | Endz | [138] |
| energy | 'enozi: | [108] |
| engine | 'endin | [62, 76] |
|  | 'end ${ }^{\text {in }}$ | [86] |
| enormous | i'normes | [137] |
| enough | n ¢ t | [53] |
|  | i'nıt | [55] |
|  | i'nıf | [100, 123] |
| equipment | 'tripmənt | [112] |
|  | ə'tripmənt | [115] |
|  | i'tripmənt / 'kwipmənt / i'kwipmont | [145] |
| escalator | 'عdəleitə | [43] |
| even | 'ixvan | [123] |
| every | 'evis | [78] |
| everybody | 'evisbodis | [46, 48, 84] |
|  | 'عwisbodir | [55] |
|  | ' $\varepsilon$ viribodis | [95] |
| everything | 'evrin | [103] |
|  | 'evrisin | [114] |
| excavator | 'eidəweidə | [44] |


| excuse me | 'tu:z 'mix | [118] |
| :---: | :---: | :---: |
| expert | 'ع?part | [76] |
| explode | proud / is'proud | [128] |
| face | feit | [50, 69] |
| fair (N) | fa: | [81] |
| fall | fo: | [46, 70] |
|  | forl | [88, 106] |
| falling | 'fori | [48] |
| far | fa: | [102, 120] |
| farm(s) | fa:m | [61, 70, 100] |
|  | fa:mz | [108] |
| farmer | 'fa:mə | [86-7, 120] |
| Farmer Pickles | 'fa:mə 'pidəld | [71] |
| fart | fa:? | [117] |
| farting | 'fartin | [59] |
| fast | fait | [81] |
|  | fæst | [139, 141, 149] |
| fasten | 'faiton | [72-3] |
| fastened | 'fardənd | [84] |
| faster | 'fæst9 | [141] |
| Father Christmas | faiwo 't'sima: / farwo 'tima: | [54] |
| favourite | 'feivat | [76] |
| fawn | fo:n | [63] |
| fear | fio | [107] |
| fed up | 'fed ' $\wedge$ р | [47] |
| feed | fi:d | [43, 56, 81] |
| feet | firt | [38, 89, 95, 107] |
|  | fi:? | [65] |
| fell | ford | [58, 69] |
| felt pen | 'fout 'pen | [82] |
| few | fu: | [77, 85] |
| field | fi: ${ }^{\text {d }}$ | [58, 89] |
| fifty | 'fiftix | [115, 128] |
| figure (of eight) | 'fida ə 'eit | [55] |
|  | 'fida | [57] |
|  | 'fidə əv 'eit / 'fidə 'eit / 'fidə ə 'heit | [70] |
|  | 'fidə əv 'eit | [72] |
| find | fain ${ }^{\text {d }}$ | [69] |
|  | faind | [75, 80-1] |
| finding | 'faindən | [76] |
| fine | fain | [39, 68] |
|  | fæn | [47] |
|  | $\mathrm{fr}^{\mathrm{e}} \mathrm{n}$ | [57] |


| finger | 'fində | [37, 43-4, 54, 57, 60, 65, 68, 70, 72, 78, 85-6, 92, 99-100, 113, 121, 131] |
| :---: | :---: | :---: |
|  | 'findəz | [95, 105, 107, 112, 120] |
| finish | 'fini | [43] |
|  | 'finit | [69] |
|  | 'finis | [100] |
| finished | 'fidis | [56, 58] |
|  | 'finid | [64] |
|  | 'finit | [70, 74] |
|  | 'finist | [90] |
|  | 'finis | [104] |
| fire | 'fæjə | [42, 44] |
|  | fæ: | [94, 100, 128] |
|  | faił | [141] |
| fire brigade | 'fæ: bi'deid | [105-6] |
| fire engine | 'ni:nə | [38] \{imitative\} |
|  | 'fai rendin (din(din)) | [69] |
|  | 'fæı endin | [71] |
|  | 'nisna: | [76] \{imitative\} |
|  | 'fæ: endzin | [109] |
|  | 'fær rend3in | [133, 144] |
|  | 'fæ rend3in | [153] |
| fire extinguisher | fæ: i'tinwisə | [105] |
| fireman | 'fæ ${ }^{\text {e mon }}$ | [71] |
|  | 'fæ:mən | [114] |
| fire station | 'fæ્ ${ }^{\text { }}$ teisən | [104] |
| fireworks | 'færwər?s | [117] |
| first | fort | [58, 60, 72] |
|  | fa:t | [71] |
|  | forst | [131] |
| fish | fit | [56-7, 65, 71, 81] |
|  | fis | [85, 90, 105] |
| fit | fi? | [56, 62, 70, 72] |
| five | fæy | [48] |
|  | fæv | [54] |
|  | faid | [58] |
|  | fæid | [60] |
|  | faiv | [71, 106] |
| fix (it) | 'fid i? | [58] |
|  | fit | [59] |
|  | firt it | [61] |
|  | fipt | [63, 69] |
|  | fiks | [154] |
| flames | seimz | [103] |
|  | freimz | [126] |


| flannel flapjack | 'fænu | [69] |
| :---: | :---: | :---: |
|  | 'sæmdæ/ 'dæmdæ | [34] |
|  | 'sæmdæ/ 'fæmdæ | [37] |
|  | 'sæpdæ | [44] |
|  | 'sæpdæ? | [58, 62, 66, 68] |
|  | 'sæpd ${ }^{\text {r }}$ ' ? | [72, 89] |
|  | 'sæpd ${ }^{\text {z }}$ ' ? | [74, 86, 105] |
|  | 'sæpzæ? | [87] |
|  | 'sæpdæ / / 'sæpdæ? / | [100] |
|  | 'læpdzæ ${ }^{30}$ | [112] |
|  | ' $\int æ$ pdzæ? / 'f ${ }^{\text {r }}$ ¢pdzæ ? | [115] |
|  | 'Sæpd3æ? | [117] |
|  | 'f'æpdzæ? | [121] |
|  | 'fræpdzæ? | [124] |
|  | 'fræpdzæ? | [126, 131] |
|  | 'flæpdzæk | [136, 144] |
| flat (N) | fæ? | [87] |
| flat-bed (truck) | 'f ${ }^{\mathrm{w}} æ \mathrm{t}$ bed/ / $\mathrm{f}^{\mathrm{r}}$ æt bed | [95] |
| flea | $\mathrm{f}^{\mathrm{r}} \mathrm{i}$ | [106] |
| fleece | firt | [56, 60, 63] |
|  | firt ${ }^{\text {s }}$ | [57] |
| flip-flops | 'fripfrops | [132] |
| float | fout | [86] |
| floor | fo: | $\begin{aligned} & {[43,51,60,63,69,76,79,86,} \\ & 128] \end{aligned}$ |
|  | flo: | [72, 136, 149] |
|  | fro: | [130] |
| floppy | 'fopi: | [87] |
| flounder (fish) | 'faundo | [63] |
| flour | 'fora | [37] |
|  | '£æwจ | [44] |
| flower(s) | '£æwว | [37, 38, 65-6, 69] |
|  | 'fræwo | [124] |
| flush | fr $\wedge$ ¢ | [126] |
| fly/ flies (N) | фаi | [34] |
|  | $\mathrm{fx}^{\text {e }}$ | [59] |
|  | fai / $\mathrm{f}^{\mathrm{w}}$ ai | [89] |
|  | faiz | [92] |
|  | fai / f ${ }^{\text {w }}$ ai $/ \mathrm{f}^{1} \mathrm{ai}$ | [99] |
|  | fai | [113] |
|  | frai | [120] |

30 In both sessions 112 and 115 he claimed, despite his variant pronunciations, that flapjack begins with [ $\left.\int\right]$.

| fly (V) | fai | [56, 85, 113] |
| :---: | :---: | :---: |
| foam | foum | [124] |
| fold | foud | [59] |
| food | furd | [45] |
|  | furd | [ 58, 85, 105, 136] |
| foot | fut | [43, 88, 136] |
| football | 'futbosl | [139] |
| for | фо: | [49] |
|  | fo: | $\begin{aligned} & {[50,55-6,61,65,67-8,70-1} \\ & 73-4,76,81-2,90,95,107, \\ & 117,121,138] \end{aligned}$ |
|  | fo | [58, 60, 109, 137, 139-41] |
| forget | fi:'det | [109] |
|  | fi'det | [112] |
| fork | wo: / fos | [29] |
|  | фo:? | [38] |
|  | fox? | $\begin{aligned} & {[39,48,55-6,61,67,74-5,} \\ & 86] \end{aligned}$ |
|  | fors / fort | [64] |
|  | fort | [126] |
|  | fort / (fort ${ }^{\text {h }}$ ) | [131] |
|  | fosk | [140] |
| formula | 'fo:mila | [112] |
| forty | 'f̧stix | [115, 132] |
| found | faund | [78] |
| foundation | faun'deifon / faun'deisən | [117] |
| four | yot ${ }^{\text {\% }}$ y y | [36] |
|  | vo: | [42] |
|  | fo: | [48, 54, 58, 60] |
| fox | fot | [48, 54, 58, 78] |
|  | fo? | [56] |
|  | foks | [136] |
| frame | feim | [48, 63] |
|  | fe:m | [68] |
| France | fra:ns | [119] |
| fridge | frid / fid | [76] |
|  | friz | [121] |
| friend | fend | [94] |
|  | frend | [105] |
|  | frenz | [137] |
| frog(s) | $\mathrm{f}^{\mathrm{w}} \mathrm{\rho p} / \mathrm{f}^{\mathrm{w}}$ っ | [38] |
|  | фっß | [39] |
|  | fod | [63] |
|  | $\mathrm{f}^{\mathrm{r}} \mathrm{f}$ d | [72, 92] |
|  | frod | [94, 118, 130] |


|  | frodz / frogz | [140] |
| :---: | :---: | :---: |
|  | frog | [141] |
| from | fom | [ $56,60,81]$ |
|  | $\mathrm{f}^{\mathrm{r}}$ ¢m | [72, 86] |
|  | from | [106] |
| front | f $\wedge$ nt | [70, 81] |
|  | fran? | [131] |
| frost | $\mathrm{f}^{\mathrm{r}}$ ¢st | [121] |
| fruit | fur? | [71] |
|  | furt / frust | [141] |
| fruit salad | 'fu:t 'sæəd | [58] |
| full | fu / ful | [74] |
| fun | $\mathrm{f} \wedge \mathrm{n}$ | [37, 39, 49] |
| funnel | 'fınu | [108] |
| funny | 'f^ni: | [37, 43, 48, 50, 56, 119] |
|  | 'fıni: / 'v^nix | [46] |
| further | 'fardo | [72] |
| gallons | 'dælənz | [128] |
| game(s) | deimd | [58, 60] |
|  | deim | [62, 120] |
|  | deimz | [92, 95] |
| gang | dæn | [131] |
| gannet | 'dænit | [127] |
|  | 'dæni? | [131] |
| garage | da: | $[32,34]$ |
|  | 'dæwa | [42] |
|  | 'dærasd | [62] |
|  | 'dæwa:d | [66] |
|  | 'dæwa:z | [69, 91] |
|  | 'dzæwasd | [74] |
|  | 'd ${ }^{\text {z }}$ ¢wa:d | [75] |
|  | 'dæwa:d ${ }^{\text {z }}$ | [86] |
|  | 'dæra:z | [87-8] |
|  | 'dæra:3 | [113] |
| garden | da: | [30, 32] |
|  | 'da:ho | [31] |
|  | 'da: / 'da:nə | [34] |
|  | 'da:n ${ }^{\text {a }}$ | [35, 40, 65, 68] |
|  | 'da:nə / 'do:nə | [48] |
|  | 'ta:dən | [64] |
|  | 'da:dən | $\begin{aligned} & {[75,81-2,84,86,89-92,95} \\ & 100,103-4,109,113,117, \\ & 126] \end{aligned}$ |
| gardening | 'da:nin / 'dardnin | [74] |
|  | 'da:dənin | [112] |


| garlic press | 'da:lip preso | [125] |
| :---: | :---: | :---: |
| gate | dei? | [35] |
|  | deit | [83] |
| gave | divd | [120] |
| geese | diss | [87] |
| gentle | 'drentul | [120] |
| Germany get | 'dra:məni: | [116, 119] |
|  | det | $\begin{aligned} & {[37,38,44,47,58,67,70,} \\ & 72-3,78-9,91-2,120,123, \\ & 126] \end{aligned}$ |
|  | det | [40] |
|  | $\mathrm{d} \varepsilon$ ? | [51, 61-2, 64] |
|  | $\mathrm{det} / \mathrm{d} \varepsilon$ ? | [71] |
|  | dets | [94] |
|  | get | [132] |
| getting | 'detin | [88] |
| gigantic | drai'dænti? | [110] |
| ginger | 'dzind ${ }^{\text {d }}$ / / $\mathrm{d}^{\text {z }}$ ind a | [94] |
| giraffe | ta:f / ('diura:f) | [69] |
|  | draif / d ${ }^{\text {rasaf }}$ | [103] |
|  | $d^{\text {z }}$ ra:f | [112] |
|  | dra:f | [119] |
|  | d3i'ra:f | [136, 143] |
|  | dzi'ra:f / dzi'ræf | [139] |
| girl | dasl | [72] |
|  | dorł | [97] |
| give | di | [50] |
|  | div | [82] |
|  | div / (giv) | [131] |
| given | 'geivan | [154] |
| giving | 'divin | [71] |
| Glasgow | 'dræzdəu | [107] |
| glass | dast | [56] |
|  | dras | [90, 94, 100, 110, 127] |
|  | 'drassiz | [91] \{plural of 'glass', not 'spectacles'\} |
|  | drass / dzass | [128] |
|  | glæs / glas ${ }^{31}$ | [141] |
| glasses | 'dasdi: | [56] |
|  | 'dastid | [69] |
|  | 'drassiz | [87, 100, 108, 112, 126] |
|  | $\mathrm{g}^{\text {a }}$ lassiz | [140] |
|  | 'glæsiz / 'glassiz | [141] |

31 See the discussion of Z's metalinguistic abilities in chapter 5.

| Glenferrie <br> (Road) | den'féi: rəud | [56] |
| :---: | :---: | :---: |
|  | den'feis | [59] |
|  | $\mathrm{d}^{\mathrm{w}}$ عn'feis rəud | [74] |
|  | dren'feis roud | [106] |
| glove(s) | $\mathrm{d} \Lambda$ ? | [36] |
|  | dæd /d^b | [49] |
|  | $\mathrm{d}^{\mathrm{r}} \Lambda \nu$ | [95, 97] |
| glue | du: | [48, 56, 58, 66] |
|  | dus / drus | [85] |
| go | $\begin{aligned} & \text { dos/ dəu } \\ & \text { dəəu2 } \end{aligned}$ | [10] \{also for 'gone'\} $[11-12,14,15,17-20,22-7,$ $29-32,34-6,38]$ |
|  | dəu / dəu | [37, 42] |
|  | dəu | $\begin{aligned} & {\left[39^{33}-41,44,46-9,53-6,\right.} \\ & 58,60-2,67-70,72,74,77, \\ & 81-2,84-5,89,92-3,104, \\ & 127] \end{aligned}$ |
|  | gəu | [139] |
| goats | dəuts | [112] |
| gobble | 'dлbu | [56] |
|  | 'dobu | [57-8, 74, 105] |
|  | 'dobolz | [92] |
|  | 'dobal | [ $94,113-14,121]$ |
|  | 'gobu | [140] |
| God | dod | [76, 100, 106] |
|  | god | [133] |
| goes | dəud | [60, 62, 65] |
|  | dəuz | [137] |
| goggles | 'gogalz | [142] |
| going | 'dəuin | $\begin{aligned} & {[19,58,69,83,86,89,91 \text {, }} \\ & 108] \end{aligned}$ |
|  | 'gauin | [139] |
| golden | 'dəudən /'dəuldən | [66] |
| Goldilocks | 'dəuldiılo?s / 'dəuldi:loks | [133] |
| gone | don | $\begin{aligned} & {[37,48,50-1,54,58,68-9} \\ & 73-4,88,92,108,131] \end{aligned}$ |
| goo | du: | [62, 67] |
| good | dud | $\begin{aligned} & {[63,74,77,86,92,113,117,} \\ & 123] \end{aligned}$ |
|  | gud / dud | [138] |

32 This was part of his first two-word utterance Go home (session 11). See the discussion on p. 56 .

33 'go' both as in motion and as in 'go roar'.

|  | gud | [139, 141] |
| :---: | :---: | :---: |
| goodness | 'gudnis | [138] |
| goods (train) | 'dud: ${ }^{\text {rein }}$ | [85] |
| goof (V) | du:f | [74, 77] |
| goose | dus | [87] |
| got | do? | $\begin{aligned} & {[39-42,44,48,53-5,60-1,} \\ & 63-5,67,71-2,82,117] \end{aligned}$ |
|  | dot/ do? | [43, 48, 56, 78, 84, 95] |
|  | dot | $\begin{aligned} & {[46-7,49-50,57,70,76,92 \text {, }} \\ & 109] \end{aligned}$ |
|  | got | [140] |
| grader | 'dreida | [93, 129] |
| Grandma | bæ | [8] \{referent dubious\} |
| (paternal) | məm | [14] \{referent dubious\} |
|  | 'mama | [18] \{referent unequivocal\} |
|  | 'məma: | [20] |
|  | 'mamə / ('ræmə) | [22] |
|  | 'ræmə ${ }^{34}$ | [23, 24] |
|  | 'ræma | [26, 27, 28, 30] |
|  | 'rgmma: / 'ræma: | [31, 32] |
|  | 'ræma: /'ræmə | [34] |
|  | 'ræma: /'dæma: | [35] |
|  | 'dæma: | [36, 38, 63, 65] |
|  | 'ræma: | [37, 39, 46, 54, 56 |
|  | 'ræma: /'rænma: | [43, 61] |
|  | 'rænma: | [44, 48, 50, 55, 81] |
|  | 'rænma: / 'dænma: | [67] |
|  | 'dænma: | [68] |
|  | 'ræma: /'d ${ }^{\text {r}}$ ma: | [69] |
|  | 'ræma: /'d${ }^{\text {² }}$ ¢ma: | [71] |
|  | 'dzæma: | [74] |
|  | 'd ${ }^{\text {r }}$ ¢nma: | [77, 94 (also plural: <br> 'd ${ }^{\mathrm{r}}$ ænma:z)] |
|  | 'drænma: / 'dræma: | [84] |
|  | 'dzænma: | [85] |
|  | 'drænma: | $\begin{aligned} & {[87,100,106-7,114,123 \text {, }} \\ & 130] \end{aligned}$ |
|  | 'dræma: | [89] |
|  | 'dr ${ }^{\text {r }}$ ma: | [95] |
|  | 'drænma: / 'grænma: | [131] |
|  | 'grænma: | [137, 149] |
| Grandpa | 'baba | [1] \{referent dubious\} |
| (paternal and | 'dada, 'baba | [5] |
| maternal) | 'dædæ (dæ (dæ)) | [9] |

34 Consistent but with some velarisation of the [r].

|  | 'dædæ | [13, 14, 15, 17, 18] |
| :---: | :---: | :---: |
|  | 'dæda: | [19, 20, 22, 23] |
|  | 'dædi: | [25, 26] |
|  | 'dædi | [28] |
|  | dæm | [32, 34] |
|  | 'dæmba: | $\begin{aligned} & {[35,36,38-9,41-2,44,} \\ & 49-51,54,57] \end{aligned}$ |
|  | 'dæmba: / 'dæmpa: (once) / <br> 'bæmba: (once) / dæm'ba: <br> (when calling me) | [37] |
|  | 'dæmba: / 'dæmpa:/ 'tæmba:/ 'tæmpa:/ 'dæmba: | [43] |
|  | 'tæmba:/ 't'æmba:/ 'dæmba:/ <br> 'tæmpa:/ 'tæmp ${ }^{\mathrm{h}} \mathrm{a}: /$ / $^{\mathrm{h}}$ ' $¥ m b a: /$ <br> tæm'pa: / dæm'pa: | [46] |
|  | 'dæmba: / 'tæmbai | [47-8] |
|  | 'dæmba: / dæm'pa: ${ }^{35}$ | [55] |
|  | 'dæmba: / 'dæmpa: | [56, 62] |
|  | 'dæmpa: | [60, 64-5] |
|  | 'dæmpa: / 'dræmpa: | [68-9] |
|  | 'dæmpa: / 'drmpa: / | [71] |
|  | 'dzæmpa: |  |
|  | 'dræmpa: | $\begin{aligned} & {[72,76-9,81,83,} \\ & 88-9,95,104-8, \\ & 112-13,115-17,120-1, \\ & 126-7] \end{aligned}$ |
|  | 'dzæmpa: | [75, 90, 94] |
|  | 'driæmpa: / 'dzæmpa: | [85, 92, 97] |
|  | 'dræmpa:pa: | [100] \{playing\} |
|  | 'dræmpa: / 'græmpa: | [129-32] ${ }^{36}$ |
|  | 'dræmpa: / 'græmpa: / | [133] |
|  | 'kæmpa: |  |
|  | 'græmpa: | $\begin{aligned} & {[134,137,140,} \\ & 142,149] \end{aligned}$ |
|  | 'græmpa: / græmps | [138] |
| Granny | 'dæni: | [49, 64] |
| (maternal) | 'dræni: | [88, 123] |
| grape(s) | deip ${ }^{7}$ | [39] |
|  | deip | [43, 58] |

35 Stress on the second syllable was when he was calling me - usually with a high head followed by a rise fall.
36 His inconsistency at this session is illustrated by his coordinate sequence: ['drænma: on 'græmpa:] - Grandma and Grandpa (with no assimilation of the /n/ before the velar).

|  | deip | [46] |
| :---: | :---: | :---: |
|  | deip / de:p | [51] |
|  | $\mathrm{d}^{\mathrm{r}}$ eip | [74] |
|  | $\mathrm{d}^{\text {z }}$ eip | [85] |
|  | dreip | [115, 117, 121, 124] |
|  | greip | [136] |
| grapefruit | 'deipfurt | [55-6] |
|  | 'deitfurt / 'deitfu:p | [67] |
|  | 'dreipfurt / 'dreipf ${ }^{\text {r }}$ u:t / 'dreipfu:? / 'dreipf ${ }^{\text {r }} \mathbf{u}$ ? | [70] |
|  | 'dreipfrustid | [73] |
|  | 'd $\mathrm{d}^{\mathrm{r}} \mathrm{ipf}^{\text {r }}$ uit / 'd $\mathrm{d}^{\text {r }}$ eipfurt | [99] |
|  | 'dreipfu:t | [130] |
|  | 'dreipfrust / ('greipfruit) | [133] |
| grass | da: | [35] |
|  | dra:t / ${ }^{\text {w }}$ ra: $\theta$ | [74] |
|  | drait | [79] |
|  | dra:s | [84, 90, 92, 97, 100, 109] |
|  | græs | [149] |
| great | dreit | [122] |
| greedy | 'd ${ }^{3}$ risdi: | [124] |
| green | ' $\mathrm{dinlin}^{37}$ | [18] |
|  | (dim) | [19] |
|  | ('din ${ }^{\text {x }}$ ) | [22] |
|  | dim | [51, 56] |
|  | $\mathrm{d}^{\mathrm{z}}$ in ${ }^{\text {m }}$ | [74] |
|  | dzi:n | [97] |
|  | d3i:n | [100] \{once only\} |
|  | drien | [103, 120] |
|  | $\mathrm{d}^{\text {ri}}$ in | [107] |
|  | d3i:n / drim | [113] |
| grey | drei | [112, 128] |
| groove | drus | [126] |
| ground | $\mathrm{d}^{\text {z }}$ aund | [90] |
|  | draund | [92, 100, 133] |
| grow | dəu | [58] |
|  | drou | [82, 107, 127] |
| growing | 'd $\mathrm{d}^{\text {r }}$ )uin | [84] |
| grown-up (Adj) | 'dəun^p | [65] |
| grown-up (N) | 'drəun $\wedge$ р | $\begin{aligned} & {[100,104,114,116,118,} \\ & 124] \end{aligned}$ |
|  | 'draun $\Lambda$ ps | [108-9] |

37 His attempt to repeat both green and key.

|  | 'drəun $\Lambda$ p / 'dzəoun $\Lambda$ p | [113, 117] |
| :---: | :---: | :---: |
|  | 'd3əun $\uparrow$ p | [125] |
|  | 'grəun $\wedge$ р | [139] |
| grubby | 'd ${ }^{\text {r }}$, ${ }^{\text {bis }}$ | [85] |
| Gruber | 'du:bo | [48] |
| Gruff | d $\wedge$ f | [67, 72] |
|  | $\mathrm{t} \Lambda \mathrm{f} / \mathrm{d} \Lambda \mathrm{f}$ | [68] |
|  | $\mathrm{d}^{\mathrm{r}} \Lambda^{\text {f }}$ | [73] |
|  | 'drafi: | [86] |
|  | drıf / $/$ rof ${ }^{38}$ | [99] |
|  | dr $\wedge$ f | [111, 119] |
| Gruffalo | 'dr^fələu | [113, 123] |
| guard (V) | da:d | [106] |
| guide dog | 'daid dod | [115] |
| guinea pig | 'dinix pid | [81] |
| guitar | gi'ta: | [136] |
| gulp | gnlp | [139] |
| gum(s) | $\mathrm{d} \wedge \mathrm{m}(\mathrm{z})$ | [113] |
| hacksaw | 'hæPss: | [61, 65] |
| had | hæd | [41, 55, 58, 71, 81] |
| hair | he | [33] |
| half | haif | [141] |
| hallway | 'horwei | [46-7] |
| ham | hæ ${ }^{\text {n }}$ | [16] |
|  | hæm | [58, 124] |
| hammer(s) | 'hæmə | $\begin{aligned} & {[17-20,22-3,25,32,} \\ & 34-5,38-41,43,55,79,90, \\ & 113] \end{aligned}$ |
|  | 'hæməz | [101] |
| hand | hæn | [31, 36, 84] |
|  | hænd | [64, 94] |
| handle | 'hændl | [49] \{[1] syllabic $\}$ |
| hanky(s) | 'hændix | [38, 42, 46, 50] |
|  | 'hænti: | [61] |
|  | 'hæntid | [81] |
| happy | 'hæpi: | [71, 78, 82] |
| hard | haid | [48, 56] |
| hardly | 'ha:dlix | [137] |
| Harpenden | 'ha:pəndən | [68] |
| has | hæd | [60, 65, 73, 76, 88] |
|  | hæ / hæd | [68] |

38 The latter was when he was trying to remember the name; the former was consistent thereafter.

|  | hæd / hæz | [84] |
| :---: | :---: | :---: |
|  | hæz | [86, 90, 92, 95, 107] |
| hat | hæt | [94] |
| have | hæ / æ | $[21]^{39}$ |
|  | hæ | [22, 37, 39, 42, 46, 63, 73, 78] |
|  | hæ / hæ | [23, 24, 29] |
|  | $\mathrm{hæ}^{\sim} / \mathrm{hæ} / \mathrm{ha} / \mathrm{he}$ | [25, 32] |
|  | hæ / hæ / hei~/ ha | [26] |
|  | hæ/he/ ha | [27, 28] |
|  | hæ / ha/ hæ ${ }^{\sim}$ | [30] |
|  | hæ / ha/ he | [31] |
|  | hã | [34, 44] |
|  | ha | [35] |
|  | hã / hæ | [36] |
|  | hæ ${ }^{\text {i }}$ | [69] |
|  | hæd / hæ | [70] |
|  | hæ / hæv | $[71,76]^{40}$ |
|  | hæv | $\begin{aligned} & {[72,81-2,84-6,94,100,} \\ & 106-7,141] \end{aligned}$ |
|  | $\mathrm{h}^{\text {v }}$ | [78] |
|  | ขv | [140] |
| having | 'hæin | [37, 72] |
|  | he: | [51] |
|  | 'hæ' ${ }^{\text {in }}$ | [58] |
|  | 'hæjin | [64] |
|  | 'hævin | [92, 94, 100] |
| hay | hei | [14] |
| he | his | $\begin{aligned} & {[51,56-8,60,62,65,67,70,} \\ & 72,84,88,95,105,107] \end{aligned}$ |
|  | his / is | [106] |
|  | i: | [140] |
| head | hed | [47, 70, 84] |

39 ([(h)æ] seems to be some kind of generalised auxiliary verb, corresponding to 'is', 'has', 'does'): e.g. in response to: "Shall Daddy do it?" he said: [hæ̃, G nəu] - Yes, SELF no \{G was a gesture to himself\}.

A wide range of examples occurred over many weeks: e.g. from session 23:

| NS - "Shall I come too?" | Z | [nəu hæ] | - no (do) |
| :--- | :--- | :--- | :--- |
| NS - "What's Grandma got for you?" | Z | [na: hæ] | - it's milk |
| NS - "I'll throw this away" | Z | [bin hæ] | - yes, in the bin |

It seems on occasions to mean 'yes' (the Hindi for 'yes' is [hã]) but his exposure to the language was minimal. For further examples, see stage 3 in chapter 4.
40 [hæ] was used consistently for have (to) $\{$ must $\}$; both [hæ] and [hæv] were used for possess.

| hear | hia | [53, 105] |
| :---: | :---: | :---: |
| hearth | ha:s | [90] |
| heavy | 'hevi: /'heßii | [37] |
|  | 'hedi: | [44, 57] |
|  | 'hewi: | [66] |
|  | 'hevi: | [137] |
| hedge-trimmer | 'hei dimə / 'hei dirmə | [26] |
|  | 'hez trimə | [95] |
| Helen | hei | [14] |
|  | 'helən | [80] |
| helicopter | 'hei | [13, 14] |
|  | 'heis | [17, 19] |
|  | 'hei | [18, 29] |
|  | 'hejodo?a | [39] |
|  | 'helitdota | [48] |
|  | 'hejotopta /'hejotota | [54] |
|  | 'hejototta /'heljatotta ${ }^{41}$ | [71] |
|  | 'hejotota | [72] |
|  | 'helitopta | [131] |
|  | 'helikopto | [136] |
| hello | he'jəu / he'ləu | [36] |
|  | he'jou | [37] |
|  | 'he'ləu | [39] |
|  | he'lo: ${ }^{42}$ | [80] |
| helmet | 'hımit / hem:p | [62] |
|  | 'helmit | [124] |
| help | həm(p) | [58] |
|  | həmp / hımp | [62] |
|  | həmp | [64, 71] |
|  | $\mathrm{h} \wedge \mathrm{mp}$ | [66] |
|  | həmp / heup | [68] |
|  | he ${ }^{\text {u }} \mathrm{p}$ | [73, 81] |
|  | ho ${ }^{\text {u }}$ | [76] |
|  | halp | [91] |
|  | help | [106] |
| hen | hen | [32] |
|  | hen | [52] |
| her (she) | ho: | [56] |
|  | si | [77] |
| here | hio | $\begin{aligned} & {[15,37,38,43,47-8,50,53 \text {, }} \\ & 62,65,68-9,71,75,79,85, \\ & 92,107] \end{aligned}$ |

41 Geminate [ t ], alternating with [ pt ], [ p ] unreleased.
42 This was a conscious imitation of a Scottish neighbour (see p. 115).

|  | io | [21] |
| :---: | :---: | :---: |
|  | his | [22] |
| hiccups | 'his^p | [62, 94] |
|  | 'hit^ps | [131] |
| hid | hid | [48] |
| hidden (it) | 'hindit | [53] |
| hide and seek | 'haid æn sist | [63] |
| hiding | 'haidin | [68, 70, 74] |
| high | hai | [50] |
| higher | 'haijo | [103] |
| hills | $h^{\text {i }}{ }^{\text {z }}$ | [105] |
| him(self) | him | [ $47,50,58,62,68,84,89]$ |
|  | im | [60] |
|  | his | [90] |
| hippo | 'hipəu | [71] |
|  | hipəu'potəməs | [119] |
| his | hi | [46, 87] |
|  | hiz | [51] |
|  | hid | [62, 85] |
| hiss | his | [100] |
| hoe | ho: | [4] |
|  | həu | [8] |
| hoist | hois | [93] |
|  | hoist | [98] |
| hold | həu | [34, 36, 43] |
|  | houd | [37, 50, 58] |
|  | hould | [89] |
| holding | 'həudin | [85] |
|  | 'houldin | [137] |
| hole | həu | [16, 19, 22, 26] |
|  | วu | [30] |
|  | houl | [87] |
|  | houlz | [100] |
| holiday | 'holədei | [46] |
| home | ho:m / ho: | [5] \{see 'away'\} |
|  | houm | $\begin{aligned} & {[7,9,11-12,14-16,18-20} \\ & 22,24-6,28-30,34-9,41 \\ & 43-4,48-50,58,62,64,66 \\ & 68] \end{aligned}$ |
| hommous | 'homot | [58, 78] |
| honey | 'heĩ | [9, 11, 13, 14, 17, 21] |
|  | 'heni: /'həni: | [22] |
|  | 'həni: | [23, 26, 28, 32] |
|  | 'hıni: / hn'nis | [29] |



[^36]| how many | hau 'menis | [72] |
| :---: | :---: | :---: |
| hub-cap | 'hıb dæ | [38] |
| hug (N) | hnd | [84, 107] |
| huge | 'ho: 'ho: | [1] |
|  | 'iius ${ }^{44}$ | $\begin{aligned} & {[3,4,10,11,12,14,18,19,} \\ & 24] \end{aligned}$ |
|  | 'iiu | [17] |
|  | 'iu: /'ixu: | [20] |
|  | 'iius/'isu | [22] |
|  | 'ivu: / us | [23] |
|  | u: | [27, 31, 32] |
|  | hut/ us | [30] |
|  | 'u: / us | [34] |
|  | 'u: | [35, 36] |
|  | huid ${ }^{\text {z }}$ | [37] |
|  | 'uiwa /hus | [38] |
|  | huid | [56] |
|  | hu:3 | [114, 123, 126] |
|  | hu:3 | [124] |
|  | hu:z | [128] |
| human | 'hu:mən | [117] |
| hundred acre wood | 'hındət eida 'wud | [71] |
|  | 'hındət eito 'wud | [79] |
| hungry | 'hındi: | [65, 68, 81, 85] |
|  | 'hındris | $\begin{aligned} & {[74,99-100,104,107,} \\ & 115-16] \end{aligned}$ |
|  | 'handix | [91] |
| hunt | $\mathrm{h} \wedge \mathrm{n}$ ? | [62] |
| hurt | hor? /hatt | [37] |
|  | hort | [54, 112] |
| I/me | æ | $\begin{aligned} & {[19-21,22,24,26-7,} \\ & 29-35,{ }^{45} 38-44,46-50,53-5, \\ & 59] \end{aligned}$ |
|  | æ: $/$ æ | [23, 51] |
|  | æm / æ | $[25]^{46}$ |
|  | $\mathrm{miz} / \mathfrak{\text { ® }}$ | $[37]^{47}$ |
|  | æ $/ \bigcirc$ | [48] |
|  | æ / ai | [56, 58] |

44 Consistent but intonationally odd: long high tone followed by a relatively short low fall.
45 In session 33 it was clear that he was using [ $x$ ] for both " l " and "you".
46 Clearly intending to convey "I want to use the hoover" he said alternately: [æ huwə] and [huwə æm].
47 It's not clear whether the use of [mi:] was intended as subject or object.

|  | $\mathfrak{x} / \mathrm{a}^{\mathrm{i}} / \mathrm{ai}$ | [57] |
| :---: | :---: | :---: |
|  | æi/ ai | [60, 69] |
|  | ai | $[61,64-6,72-4,77-2,94-5,$ |
|  |  | $\begin{aligned} & 98,100,102-5,107-10,113 \\ & 115,117,121,123,125 \end{aligned}$ |
|  |  | 131-2, 136-7, 141] |
|  | ai / æ: $/$ æ | [62] |
|  | $\mathfrak{x}^{\text {e }} / \mathfrak{x} /$ ai | [63] |
|  | ai / æ: | [68, 70] |
|  | ai $/ \mathfrak{X}^{i}$ | [71] |
|  | ai / $\mathfrak{x}^{\mathrm{i}} / \mathfrak{\text { }}$ | [76] |
| ice | ait / (ais) | [55] |
|  | ais | [139] |
| ice-cream | 'æittirm | [76] |
|  | 'aitti:m / 'aitt ${ }^{\text {sixm }}$ | [80] |
|  | 'aisti:m | [89] |
|  | 'aistri:m | [107, 109, 114, 121] |
|  | 'aiskri:m | [141] |
| idea | ai'dia | [39] |
|  | æ'diə | [43-4, 48, 141] |
| if | if | [95, 107] |
| Ilkley | 'itlis | [63] |
|  | 'i' ${ }^{\text {U }}$ lii | [89] |
|  | 'iltli: ${ }^{48}$ | [95] |
| in | is ${ }^{\text {n }} / \mathrm{in}$ | [17] |
|  | in | $\begin{aligned} & {[18-32,34-9,41-3,47-9} \\ & 54-5,58,61,65,69-70,73-5 \end{aligned}$ |
|  |  | 77-9, 81-2, 87, 90-2, 104, |
|  |  | 106, 114, 116, 126] |
| indoors | 'in 'do: | [23] |
| injection | in'de?ton | [81] |
|  | in'de?sən | [97] |
|  | in'dre?sion / in'dre?sən | [127] |
| inside | in'said | [46, 76, 81] |
| internet | 'indənet | [78] |
| into | 'intu: | [72] |
| is | z | [59] \{appropriate |
|  |  | reduction $\}$ |
|  | id | [60, 67-8, 71-2, 74, 79] |
|  | iz | [70, 73, 85, 89-90, 92, 94, 97, |
|  |  | 106-7, 113, 117, 132, 139-40] |
|  | id ${ }^{\text {2 }}$ | [80] |

48 First /l/ darker than the second, but not vocalised.

| it | ə | [34] |
| :---: | :---: | :---: |
|  | it | $\begin{aligned} & {[41,48,50,53-6,60,66} \\ & 75-9,81-2,84-5,87,89-92, \\ & 94,97-8,106,109,112,121, \\ & 128,139] \end{aligned}$ |
|  | Pi/i | [43] |
|  | Pi/ it | [57-8, 61, 65, 68] |
|  | iP / it | $\begin{aligned} & {[62,69-70,72,74,80,86,} \\ & 100] \end{aligned}$ |
|  | i | [63] |
|  | i? | [64, 67, 105, 107, 133] |
|  | iP / it / id | [71] |
|  | ip / it / i | [73] |
| its | it | [56, 58] |
| Ivan | 'ædi: | [50] |
|  | 'aidi: | [51] |
|  | 'aido | [56] |
|  | ${ }^{\prime} æ^{\mathrm{e}}$ dən | [59] |
|  | 'aivan | [68, 79, 92, 100] |
| jacket | 'dæ?ip | [58] |
|  | 'dræ?it | [112] |
| jam | $\mathrm{d}^{\mathbf{z} æ m}$ | [71, 92] |
|  | dræm | [104, 109] |
| Jane | drein | [104, 125] |
| Janneke | 'lænitə | [68, 81, 95] |
| /'jænıkə/ | 'læninə / 'lænin | [84] |
|  | 'læninda | [85] |
|  | 'jænitə | [91] |
|  | 'jænitə / 'lænitə | $[100]^{49}$ |
| jars | dra:z | [104] |
| jeep | disp | [40] |
| jelly | 'deix | [64, 71] |
|  | 'deis / 'delix | [68] |
|  | 'dzelix | [141] |
| Jenny | 'dreni: | [125] |
| Jerry | 'deis | [66] |
|  | 'drerix | [124] |
| Jess | $\mathrm{det}^{\text {s }} / \mathrm{dct}$ | [59] |
| jigsaw | di | [21] |
|  | 'dido: | [31-4] |
|  | sor /'dipsor | [37] \{[s] velarised $\}$ |
|  | 'diso: | [41-3] |


|  | 'didso: | $\begin{aligned} & {[48,52,54,56,58,62,69,76,} \\ & 91] \end{aligned}$ |
| :---: | :---: | :---: |
|  | 'didso: / 'dzidso: | [64] |
|  | 'dzidss:/ 'didsosz | [71] |
|  | 'dzidss: | [92] |
|  | 'dzidss: / 'dzidss:z | [99] |
|  | 'dzidso: | [109] |
|  | 'dzidss: | [131] |
| Jimmy | 'd ${ }^{\text {zimis }}$ | [94] |
|  | 'dzimi: | [97] |
|  | 'drimis | [116] |
| jingle bells | 'dindu 'beu | [58] |
| Jo | dəu | [21] |
| job | dop | [48] |
|  | dob | [55] |
|  | $d^{\text {r }}$, ${ }^{\text {b }}$ | [86] |
|  | drob | [121] |
|  | drob / dzob / dzab | [139] |
| jobs | dob ${ }^{\text {z }}$ | [67] |
| Joe | dəu | [58, 67] |
| John | dron | [120] |
| Johnny | 'doni: | [100] |
| join, joined | $\mathrm{d}^{2}$ oin, $\mathrm{d}^{\mathrm{r}}$-ind | [72] |
| Joshua ${ }^{50}$ | 'drodusa / 'drodu:as | [79] |
|  |  | [80] |
|  | 'drosuaa: | [81] |
|  | 'drosu:a | [82, 104, 106] |
|  | 'dzosuia | [83, 93-4] |
|  | 'dosuia | [84] |
|  |  | [85] |
|  | $\mathrm{d}^{\mathrm{z}}$ )s | [86] |
|  | 'dosuia / 'd ${ }^{\text {r }}$-su:ə | [91] |
|  | ' ${ }^{\text {²}}$ )su:ə | [95] |
|  | $\mathrm{d}^{\mathrm{r}}$ ¢s | [97] |
|  | dos | [100] |
|  | droc | [107] |
|  | dros | [108, 116, 124] |
|  | 'drofix | [112, 117] |
|  | dro 5 | [113, 119-20, 123] |
|  | 'drosua: | [114] |
|  | d30 ${ }^{\text {d }}$ | [115, 125, 127, 139, 145, 149] |
|  | 'drosi: / 'd3osis | [132] |

50 Zachary's brother, also known as 'Josh'.

|  | 'd3ofi: | [136] |
| :---: | :---: | :---: |
|  | d30 / dzos ${ }^{\text {j }}$ | [140] |
| jug | $\mathrm{d}^{\mathrm{r}}$, $\mathrm{d}^{\text {d }}$ | [72, 85, 98] |
|  | dr $\wedge$ d | [118] |
|  | d3 $\mathrm{d}^{\text {d }}$ | [129] |
| juice | duit | [ $56,58,67,73]$ |
|  | dust / d ${ }^{\text {u }}$ it | [74] |
|  | duss | [81] |
|  | $\mathrm{d}^{\text {zues }} / \mathrm{d}^{\text {r }}$ uss | [82] |
|  | $\mathrm{d}^{\text {zu}}$ us | [84] |
|  | dzus | [92] |
|  | drus | [121] |
|  | dzus | [139] |
| jump | d $\Lambda$ | [28] |
|  | $\mathrm{d}^{\mathrm{z}} \Lambda \mathrm{mp}$ | [69] |
|  | $\mathrm{d}^{\mathrm{r}} \Lambda \mathrm{mp}$ | [72] |
|  | d $\wedge$ mp | [98] |
|  | drəmp | [104] |
|  | drımp / (d3^mp) | [114] |
|  | drımp | [122] |
| jumped | drımt | [105] |
| jumper | 'læ> | [17, 37] \{see 'teddy'\} |
|  | 'd^mpə | [62, 71] |
| jungle | 'dr^ndal | [128] |
| Jupiter | 'dzuepita / 'druepita | [121] |
|  | 'dru: $\mathrm{p}^{\mathrm{h}} \mathrm{i}^{\prime} \mathrm{t}^{\text {¢ }}{ }^{51}$ | [124] |
| just | $\mathrm{d} \wedge$ ? | [46] |
|  | $\mathrm{d} \Lambda \mathrm{t}$ | [69] |
|  | d $\Lambda$ s | [88, 100] |
|  | drıst | [90, 124] |
|  | dzıs | [94] |
|  | $\mathrm{d} \wedge \mathrm{s} / \mathrm{dz}$ ¢ s | [95] |
|  | d3 1 s | [109, 141] |
|  | d3^s / dras | [117] |
|  | $\mathrm{d}^{\mathrm{r}}$ s | [121] |
| kakaka | (tatata) ${ }^{52}$ | [58, 78] |
| Kanga | 'dændə | [43] |
|  | 'tændə | [59, 71] |
| kangaroo | dændə'ru: | [43] |


| keep | tisp | $\begin{aligned} & {[48,58,60,68,74,87,93,} \\ & 100,113,116,120,132] \end{aligned}$ |
| :---: | :---: | :---: |
| ketchup | 'tet:^p | [82] |
|  | 'tet $\dagger$ ¢ / 'ttt ${ }^{\text {s }}$ ¢ | [94] |
| kettle | 'tetul | [109] |
| key | 'dinlin | [18] \{see 'green'\} |
|  | di: | [35] |
|  | ti: | [67, 108] |
|  | ti:z / (kizz) | [131] |
| kicking | 'tiPin | [87] |
| kidney | 'tidni: | [111] |
| kind (sort) | taind | [69, 85] |
| King's Cross | 'tinz 'tros | [118] |
| kitchen | 'titin | [56, 58] |
|  | 'tit tin / 'tiPtin / 'titin | [76] |
|  | 'tiPdin | [79] |
|  | 'tiPtin | [82] |
|  | 'tiPtsin | [94] |
|  | 'tiPsin | [106] |
|  | 'titsin / 'ti' ${ }^{\text {t }}$ Sin | [108] |
|  | 'tiPts ${ }^{\text {in }}$ | [112] |
|  | 'ti ${ }^{\text {P }}$ ¢ in | [124] |
| kite | tait | [121] |
|  | kait | [137] |
| kitten | 'titon | [56] |
|  | 'kitən | [133] |
| kiwi (fruit) | 'ti:wis | [51, 58, 71, 94] |
|  | 'tiewis /'piswi: ${ }^{53}$ | [64] |
| knee | ni: | $\begin{aligned} & {[11,12,29,31,34,50-1,63 \text {, }} \\ & 131] \end{aligned}$ |
|  | ni:z | [86] |
| kneel | 'ni:u | [37, 90] |
| knew | nu: | [140] |
| knife | na | [32] \{see also 'dangerous'\} |
|  | nai | [36] |
|  | nait | [53, 58, 60-1] |
|  | nait / naif ${ }^{54}$ | [67] |
|  | naif | [68, 74, 92, 140] |
| knock | no? | [38-9, 107, 114] |
|  | not | [46] |

53 ['pi:wi:] was his spontaneous attempt to recall the word; all subsequent attempts were ['ti:wi:].
54 [nait] was his spontaneous production; when I asked him what I called it he said [naif] but reverted to [nait] himself.

| knocked | no?t | [67] |
| :---: | :---: | :---: |
|  | nokt | [139] |
| knot | no? | [32, 36, 39] |
| know | nəu | [80, 95, 100, 109, 121, 137] |
| Knox | not | [48] |
| label | leibot | [48] |
| ladder | 'lælæ / æ | [11] |
|  | neio | [32] \{presumably an associative mistake\} |
|  | nei | [34] |
|  | 'lædə | $\begin{aligned} & {[35-7,40,46,50,52,56,62,} \\ & 71,105,108,123,128] \end{aligned}$ |
| lake | leik | [135] |
| lambs | læmd | [78] |
| lame | leim | [62] |
| last | lass | [89] |
| late | leit | [36] |
| later (on) | leida 'on | [42] |
|  | leidə | [50] |
|  | leita | [81] |
|  | leito '?on | [85] |
| laugh | la:f | [132] |
|  | la:f/ læf | [139] |
| laughing | 'læfin | [106] |
| lawn | 10:n | [74] |
| lawn-mower | 'losm məuə | [92] |
| lead (dog's lead) | liid | [41] |
| leaf, leaves | lisf /lisv ${ }^{2}$ / liev | [36] |
| leave (V) | liid | [60, 62] |
| leek | lii? | [113] |
| left (V) | let | [66] |
| left (Adj) | 1 lft | [87, 98] |
| leg | led | [98, 116, 120, 123, 131, 140] |
|  | 1 lg | [149] |
| Lego | 'ledəu | [107] |
| lemon juicer | 'lemən dzuss | [115] |
| lemons | 'lemənd | [84] |
| lentil | 'leŋkal / 'lental | [141] |
| leopard | 'lepad | [136] |
| let | let | [41, 54, 71, 79, 139] |
| letter | 'ledo | [64] |
| lettuce | 'letis | [90, 95] |
| level crossing | 'leval 'trosin | [108] |
|  | 'leval 'krosin | [137] |
| library | 'leidi: /'laibis | [56] |


| lick | $\mathrm{lik} / \mathrm{nik}$ | [37] |
| :---: | :---: | :---: |
|  | li? | [56, 62] |
|  | lit | [66, 77, 121] |
| licking | 'liPin | [131] |
| lid | lid | $\begin{aligned} & {[39,54,58,60,64,68,71,88 \text {, }} \\ & 97] \end{aligned}$ |
| lift (V) | lid | [58] |
|  | lit | [62] |
|  | lift | [87] |
| light (N) | leid | [37] \{before a vowel\} |
|  | leit | [38] \{before a vowel\} |
|  | læıt | [49] |
|  | lait | [72] |
|  | lait ${ }^{\text {h }}$ | [136] |
| light (V) | \{see 'lit'\} |  |
| light (Adj) (not heavy) | lait | [66] |
| like (V) | lait | $\begin{aligned} & {[46,57-8,60,62,65,70-1,} \\ & 73-4,76,78,80,84,91-2, \\ & 105] \end{aligned}$ |
|  | laid / lait | [56] |
|  | $1 a^{\text {e }}$ ? | [61] |
|  | lai? | [ 95,100$]$ |
| like (P) | lai? | [61, 69, 88, 100, 107, 110] |
|  | lait / lai? | [109] |
|  | lait | [116, 122, 130, 140] |
|  | laik | [138] |
| lines | lainz | [139] |
| lion | 1ẽn | [34] |
|  | laiən | [112] |
| listen | 'lidən | [76, 81] |
| lit | lit / laitid | [106] |
| little | 'lidu | [56, 72-3, 84] \{see also 'small'\} |
|  | 'litul | [87] |
|  | 'lital | [118] |
|  | ${ }^{\prime}$ likal ${ }^{55}$ | [138] |
| lizard | 'lidə | [39] |
|  | 'lidəd | [63] |
| load | loud | [36, 106] |
| lock | 10 ? | [35, 64, 73, 97] |
| Lofty | 'lodi: | [ $50,56,58,65]$ |
|  | 'loftix | [72] |

55 This occurred only in [likəl mıntii] - little monkey - referring to his brother.

| London | '1ındən | [55, 58] |
| :---: | :---: | :---: |
|  | 'ləndən | [56] |
| lonely | 'ləuli: / 'louni: | [56] |
| long | lon | $\begin{aligned} & {[39,46,59,63,71-2,92,95 \text {, }} \\ & 100-1,105,116,126,128, \\ & 132,138,141,145] \end{aligned}$ |
|  | lon / loy | [149] |
| longer | 'longe | [140] |
| look | lu? | $\begin{aligned} & {[41,64,70-2,74,78,80,} \\ & 84-5,87] \end{aligned}$ |
|  | lut | [46, 69, 132] |
|  | lup / lut | [68, 93] |
|  | lut / luk | [133] |
| looking | 'luPin | [67, 79] |
|  | 'lukin | [145] |
| lorry | 'louri: | [33] |
|  | 'lori: /'blix | [35] |
|  | 'lojis | [38] |
|  | 'lowi | [64, 94, 98, 106] |
|  | 'lorid | [84] \{plural\} |
|  | 'loris | [92, 97] |
|  | 'lori: / 'lowi: | [95] |
| lost | lod | [78] |
| lots /a lot | lot | [ $43,48,53,75,140]$ |
|  | lot a 'lot | [55] |
|  | 1 l ən '1ヶt | [71] |
|  | lot æn 'lot | [77, 82] |
|  | bott æn 'lopt | [81] |
|  | lot / lots | [85] |
| loud | laud | [73] |
| lounge (N) | læınd | [58] |
|  | laun | [68] |
| love | 1 N | [110, 116] |
| lovely | 'lamis | [48, 58, 77] |
|  | 'ladis | [54, 62, 67] |
| Luke Luck | 'lust 'lat | [55] |
| lunch | 1 nnt | [56, 58, 61, 68, 76] |
|  | $1 \wedge n t^{\text {s }}$ | [84, 90] |
|  | 1 nns | [92, 113] |
|  | 1 n nts | [104] |
|  | 1 ntt | [108] |
| Luton machine | luitan | [58, 107] |
|  | mi'sim | [93] |
|  | a'si:nz / (bi'siın) | [98] |


| made | meid | $\begin{aligned} & {[43-4,48,51,56,60,82,} \\ & 109-10] \end{aligned}$ |
| :---: | :---: | :---: |
| magazine | mædə'zirn | [67, 69, 71] |
| magnet(s) | 'mædni? | [69] |
|  | 'mædniPs | [100] |
| mains | meinz | [132] |
| make | mei | [37] |
|  | meid ${ }^{56}$ | [43] |
|  | mei? | [61-2, 80] |
|  | meit | [73, 95, 131, 137] |
|  | mei? / meit | [94, 120] |
|  | meik | [133] |
| making | 'meidin | [71] |
|  | 'meitin | [84] |
| man | mæn | [35, 55, 70] |
| manage | 'mænid | [69] |
| mango(es) | 'mændəu | [78, 85-6, 89-90] |
|  | 'mændəu / 'mændəuz | [84] |
| march (V) | maiss | [123] |
| marker | 'marto | [92] |
|  | 'ma:?a | [93] |
| market | 'ma:Pip | [92] |
| Marmite | 'mosmait | [43] |
| marrow | 'mærวu | [113] |
| mask | mast | [108, 124] |
|  | mæsk | [140] |
|  | mæsk / mask | [144] |
| mat | mæ | [32] |
| match | See 'candle lighter' |  |
| Matthew | 'mæsu: | [122] |
| may | mei | [63, 137, 141] |
| maybe | 'meibi: | [39, 41-2, 46] |
|  | 'merbia | [97] |
| me | mis | $\begin{aligned} & {[35,43,50-1,57,62,64,68,} \\ & 71,73,75,79,81-2,103,109, \\ & 114,117,121,139] \end{aligned}$ |
|  | æ | [56] |
|  | ai | [70] |
| measure | 'medə | [43, 60] \{see also 'tapemeasure'\} |
| measuring | 'mezrin | [83] |
| meat balls | 'mist boild | [88] |

56 This occurred in an imperative, so presumably make not made was intended.

| medicine | 'medin | [58] |
| :---: | :---: | :---: |
|  | 'medən | [85] |
|  | 'medsən | [92] |
| medium-size | 'midissaid | [61] |
| meet | mist | [42] |
| mend | men | [43] |
|  | mend | [56, 74] |
| mended | mend | [43] |
|  | mendid | [81] |
| merry-go-round mess(es) | 'merix dou raun ${ }^{\text {d }}$ | [69] |
|  | met | [51, 60] |
|  | med | [68] |
|  | mes / 'metid | [90] |
| messing | 'medin | [78] |
| metal | 'mekəl | [136] |
| mice | mæ:s | [92] |
|  | mais | [135] |
| Micky Mouse microwave | miti: 'maut | [48] |
|  | 'mætəweidə | [49] |
|  | 'maitəweidə / 'maitəweid ${ }^{57}$ | [59] |
|  | 'maitəweidə / 'maitəweivə / 'maitəweiv ${ }^{58}$ | [66] |
|  | 'maitəweivə | [71, 79] |
|  | 'maitəweiv | [133] |
| middle | 'mi ${ }^{\text {d }}$ / / miə | [36] |
|  | 'midu | [58, 63] |
|  | 'migəl / 'midəl | [145] |
| midwife | 'midwaif | [78, 81, 86] |
| might | mait | [57-8, 86, 112, 115] |
|  | mait/ mai? | [61] |
|  | meit / mait | [62] |
|  | mai? | [65] |
| milk | $n a^{59}$ | [ $3,8,10,14,26,32]$ |
|  | na: | [4, 7, 17, 22, 23, 34] |
|  | mu: ${ }^{60}$ | [8, 12] |
|  | 'mus 'na: | [19, 27] \{cow's milk (not formula milk) $\}$ |
|  | 'mu: 'na | [30] |
|  | næ | [31] |
|  | $\mathrm{mik} / \mathrm{mi}^{\text {u }}$ | [37] |

57 The second pronunciation was his response to his mother saying "What does Mummy call it?"
58 The last pronunciation was his attempt at giving his mother's version.
59 Sometimes used for 'cow'. The etymology is obscure.
60 Probably not consistently distinct from [mu] - 'moon'.

|  | miu | [38] |
| :---: | :---: | :---: |
|  | mi? | [48] |
|  | mid | [54, 56] |
|  | mi't | [58, 64, 105] |
|  | $\mathrm{miP} / \mathrm{mi}^{\mathrm{u}}$ ? | [63] |
|  | milt | [66, 91] |
|  | mi ${ }^{\text {u }}$ | [69, 82] |
|  | $\mathrm{mi}^{\mathrm{u}} \mathrm{P} / \mathrm{mi}^{\mathrm{u}} \mathrm{t} / \mathrm{mi}^{\mathrm{u}}$ | [71] |
|  | milt / miut | [97] |
|  | milt / miut / mi ${ }^{\text {u }}$ t | [104] |
|  | milt | [122] |
|  | milk | [136-7] |
| millions | 'milinz | [106] |
| mine | æ | [26] \{see also 'I'\} |
|  | 'ænə | [34] |
|  | main | [44, 72, 90, 132] |
|  | $m æ^{\text {e }} \mathrm{n}$ | [61] |
| minute (60 | 'minit | [77] |
| seconds) | 'mini? | [84] |
| mirror | 'miwa | [51] |
| miss (V) | mit | [73] |
| missing | 'mitin | [54] |
|  | 'midin | [67] |
| Mister | 'mita | [55] |
|  | 'misto | [98] |
| mix | miPt | [81] |
|  | miPs | [94] |
| mixer | $\mathrm{brr}^{61}$ | [3] |
|  | 'mirjo | [27] |
|  | 'mijo | [32, 35] |
|  | 'mida | [58] |
|  | 'mîda | [71] |
|  | 'miPsə | [87, 126] |
| mole | məu | [34] |
| Monday | 'mındi: | [46] |
|  | 'm^ndei | [57] |
| money | 'mıni: | [ $46,54,60]$ |
| monkey | 'ms?nis | [34] |
|  | 'mındir | [37, 39, 46, 69] |
|  | 'manti: | [107, 138] |
|  | 'mıyki: | [139, 145] |

61 Bilabial trill (often accompanied by hand gestures as of two beaters; also used for 'cementmixer').

| monster | 'məndə | [44,48] |
| :---: | :---: | :---: |
|  | 'mon?a | [60] |
|  | 'monto | [78] |
|  | 'monstə | [93, 98, 140] |
| moo | See 'cow' |  |
| moon | $\mathrm{mu}^{62}$ | [12, 13, 19] |
|  | mu: | [14] |
|  | mu:n | [32, 73, 84] |
|  | mu:n/ mu:m | [34] \{[mu:m] once only\} |
| moor | mu:ə | [41] |
| mop | mop | [76] |
| more | mə: | [1] |
|  | mmor / mox | [2] |
|  | mas / mos | [3, 6] |
|  | mo: | [7, 13-16, 18-20, 22-4, 26-7] |
|  | mas / mos | [10, 12] |
|  | $\mathrm{mos} / \mathrm{mos}$ | [17, 21, 28] |
|  | mos | $\begin{aligned} & {[29-31,36-8,41,43-4,48,} \\ & 62,73] \end{aligned}$ |
|  | mos / 'mosmo | [32] |
|  | mo | [35] |
| morning / this morning | 'mosnin | [56, 65, 131] |
|  | a'so:nin ${ }^{63}$ | [97, 121] |
|  | i'so:nin | [110] |
| moth | mot | [63] |
| mother | 'mızə | [137] |
| motorbike | 'məutəbait | [77] |
| motor car | 'mputata: | [95, 104] |
| motorway | 'məutawei | [104] |
| mouse | maut | [42, 66, 76] |
|  | maus | [112] |
| mouth | maut | [47, 62, 68] |
|  | mauf | [78, 85, 136] |
| move | mu: | [27] |
|  | musd | [58, 60, 62-3] |
|  | mu: $\beta$ /mus | [69] |
|  | musv | [88, 137] |
| mow (hay) | məu | [14] \{actually used for |
|  |  | 'hay'\} |

62 Probably not consistently distinct from [mu:] - 'milk'.
63 This suggests the morphological analysis: 'the smorning', as /sm/regularly becomes [s].

| mow (V) mower | məu | [74] |
| :---: | :---: | :---: |
|  | mo: ${ }^{64}$ | [3, 4] |
|  | mo | [6, 7] |
|  | mo: | [10, 12, 17] \{as earlier but no |
|  |  | longer accompanied by a gesture |
|  | məu | [20] |
|  | 'məuə | [26, 29, 31] |
| much | ms ? | [37, 62] |
|  | $\mathrm{m} \mathrm{t}^{\text {s }}$ | [100] |
| Muck | $\mathrm{mæk} / \mathrm{mæ}$ ? | [26] |
|  | mæk | [27, 32] |
|  | ms ? | [36, 42, 48, 97, 117] |
|  | mæ? | [56, 58] |
|  | $\mathrm{msk}{ }^{\text {a }}$ | [135] |
| mud | $\mathrm{m} \wedge$ b | [38] |
|  | mıd | [46] |
|  | mad | [99] |
| muddy | 'madix | [35] |
|  | 'madi: | [36, 77, 90] |
| mug | $\mathrm{m} \wedge$ d | [99] |
|  | $\mathrm{m} \wedge \mathrm{g}$ | [136] |
| Mummy | ma | [0] |
|  | $' \mathrm{mama}(\mathrm{ma}(\mathrm{ma}(\mathrm{m})$ )) | [5, 6] \{all possible combinations occurred $\}$ |
|  | 'mama | [7] \{possessive\} |
|  | məm | [8, 10, 11, 14, 16, 19] |
|  | 'məm 'dæd | [15] \{'Mum and Dad'\} |
|  | 'məm dæ | [16, 20, 21] \{'Mum and Dad'\} |
|  | 'məmə | [17] \{possessive\} |
|  | 'məmi: | [26] |
|  | 'm^mi: | $\begin{aligned} & {[29,31,47,50,54,56,71,76,} \\ & 81,86,88,92] \end{aligned}$ |
| munch | $\mathrm{m} \wedge \mathrm{n} / \mathrm{m} \wedge \mathrm{nt}$ | [56] |
| mushroom | 'masrum | [94] |
| music | 'mormo: ${ }^{65}$ | [2] |
|  | mə:m / məm | [3] |
|  | 'mə:'mə / 'mə'mə | [4] |

64 Auditorily indistinguishable from 'more'; but accompanied by a gesture to indicate holding a lawn-mower - both arms stretched in front of him as though pushing one.
65 Consistently used for 'music', though usually an entreaty to play a CD. The segments are the same - with considerable variation - as for 'more' but the reduplication is consistent, and the stress pattern is [ s w ] and not two [ s s ] as it is when he repeats 'more'.

|  | mo: | [12] |
| :---: | :---: | :---: |
|  | məi | [41] |
|  | 'musdit | [54, 56] |
|  | 'musdi? | [58, 62, 67] |
|  | 'mudi? | [61] |
|  | 'mu:zi? | [111-12] |
| must | $\mathrm{m} \wedge$ t | [62] |
| mustn't | 'mıd ${ }^{\text {n }} \mathrm{n} / \mathrm{m} / \mathrm{m} \mathrm{d}^{\text {n }} \mathrm{n}$ | [71] |
|  | 'mıtən | [72] |
| my | æ | [26, 39, 46, 49, 53] |
|  | a: | [32] |
|  | æ: | [36, 56] |
|  | mæ / æ | [37] |
|  | mæ | [43-4] |
|  | mai | $\begin{aligned} & {[58,62,64,68,74,76,84} \\ & 89-91,94,100,106,122,138] \end{aligned}$ |
|  | $\mathrm{mai} / \mathrm{m} \Lambda^{\mathrm{e}}$ | [60] |
|  | mi | [104, 107] |
| myself | mai'sef ${ }^{66}$ | [58] |
|  | mai's $\varepsilon^{\text {u }}$ t | [69] |
|  | mai's $\varepsilon^{\text {u }}$ | [71] |
|  | mi'self / mir'self | [99] |
|  | mai'sełf | [124] |
| nail(s) | neia | [30, 32] |
|  | nei / neia | [34] |
|  | nei ${ }^{\text {u }} \mathrm{z}$ | [85] |
|  | neiu | [100] |
| nail-cutter | 'neil tito | [106] |
| name(s) | $n \mathrm{~m}^{\text {i }} \mathrm{m}$ | [38] |
|  | neim | [56, 67, 72] |
|  | neimz | [100] |
| napkin | 'næptin | [76] |
| nappy | 'næpi: | [64] |
| naughtiest | 'nostivist | [126] |
| naughty | 'nosdix | [ $43,56,60,69]$ |
|  | 'nostix | [77, 86, 114] |
| nearer | 'ni:2 ${ }^{67}$ | [113] |
| nearly | 'niali: | [81] |
| neck | n ¢? | [37] |
|  | nets | [104] |
|  | net | [126] |

66 It was not clear whether the final consonant was [ f$]$ or [ t$]$; most probably the latter.
67 Cf. the omission of intervocalic $/ \mathrm{r} /$ in e.g. very.

| need | nisd | $\begin{aligned} & {[47,49-50,53-4,56,60-4,} \\ & 68,71-4,76,81-5,100,105] \end{aligned}$ |
| :---: | :---: | :---: |
| neigh | See 'horse' |  |
| Neil | niso | [54] |
|  | nixu / niso | [59] |
|  | ni:1 | [68] |
|  | nisu | [69] |
| nest | net | [64] |
| nettles | 'netəlz | [107] |
| never | 'nevo | [82, 107, 125] |
| new | nu: | $\begin{aligned} & {\left[17,{ }^{68} 34,38,47,57,63,67,\right.} \\ & 85,90,95,107,109,112-13] \end{aligned}$ |
|  | nju: | [154] |
| newspaper | 'nu:dpeipə | [64] |
|  | 'nuspeipə | [109] |
| next | nets | [92] |
|  | nc ?s | [113] |
| nibble | 'nibal | [68] |
| nice | nait | [58, 61, 68] |
| nicely | 'naiti: | [71, 78] |
| night(s) | nait | [115] |
|  | naits | [132] |
| nine | næn | [48, 54] |
|  | næ!n | [60] |
| no | nəu ${ }^{69}$ | $\begin{aligned} & {[11-23,25,27,29-32,34-7 \text {, }} \\ & 39,41,43-4,47,50,54,65, \\ & 68-9,78,87,89,110,114, \\ & 117,119,137] \end{aligned}$ |
|  | nəu /næ | [24] |
| Noah noodle(s) | 'nəuә | [32, 34] |
|  | 'nu:du | [77] |
|  | 'nu:dəld | [80] |
|  | 'nuidal | [81] |
| normal | 'no:mu | [72] |
|  | 'no:mal | [91] |
| normally | 'nosmis | [56, 58, 76, 78, 92] |
| nose | nวu | [33, 41] |
|  | nəud | [56, 58, 70] |
| not | nəu | [39] |

[^37]|  | not | $\begin{aligned} & {[40-1,43,46,64-5,69,72-3,} \\ & 76,79,85,87,92,109,113, \end{aligned}$ |
| :---: | :---: | :---: |
|  | not / nəu | [42] |
|  | no? | $\begin{aligned} & {[44,47,67-8,71,74,84,86,} \\ & 88-9,106,118] \end{aligned}$ |
|  | no? / not | [57] |
|  | nəu / nop | [58] |
| notepad | 'nəuppæd | [85] |
| nothing | 'nısin | [149] |
| notice board | 'noutid bosd | [66] |
| now | nau | $\begin{aligned} & {[37,38,41,43-4,46,48-51,} \\ & 56-7,61-2,84,88-9,94,97, \\ & 117,128,133] \end{aligned}$ |
| nozzle | 'nodu | [50, 56, 68] |
|  | 'nozal | [116] |
| nurse | nə:s | [86-7, 113] |
| nursery | 'nəssari: | [132] |
| nut | n ¢ ? | [58] |
| nut crackers | 'nıt tæPa | [62] |
| oak (tree) | əut / 'out trix | [124] |
| oats | วu | [22] |
|  | ขut ${ }^{\text {P }}$ | [37] |
| o'clock | $\partial^{\prime}$ trop | [131] |
|  | ${ }^{\prime}$ 'trot | [132] |
|  | ə'klo? | [133] |
| octopus | '2ttəpəs | [114] |
|  | 'o?trpas | [115] |
| of | ə | [49, 54-5, 62, 69, 77, 85, 91] |
|  | วv | [100, 110] |
|  | วv | [136, 138] |
| off | 30 | [22] |
|  | $\bigcirc$ | [31] |
|  | $\bigcirc \Phi$ | [36] |
|  | of | $\begin{aligned} & {[43,69,72,76,88,106,109,} \\ & 120] \end{aligned}$ |
|  | งd | [50, 68] |
|  | od | [51, 56, 58, 60] |
|  | ot | [66] |
| oh dear (me) | 'o: dia | [14] |
|  | 'ว dia | [15] |
|  | 'əu dia | $\left[19,25,26,{ }^{70} 28,30,34,36\right]$ |

70 Part of a compound: ['əu diə bu] - Oh dear book (request for the book whose punch-line is 'Oh dear').


| otherwise | '^dəwei | [46] |
| :---: | :---: | :---: |
|  | '^dəwai | [56, 70] |
| our | æ | [47] |
|  | æ: | [88] |
| out | au | $\begin{aligned} & {[14-15,17-26,30-2,34-5,} \\ & 37] \end{aligned}$ |
|  | aut | $\begin{aligned} & {[38,40-1,56,58,60,70,72,} \\ & 76-7,81,86,88,106,137] \end{aligned}$ |
|  | aut /au? | [39, 61-2, 66] |
|  | au/aut | [44] |
| outdoors | 'au 'do: | [26] |
| oven | '^dən | [58] |
|  | '^vən | $\begin{aligned} & {[68,70,80,124,128,133,} \\ & 140] \end{aligned}$ |
| over | 'əuə /'əudə | [36] |
|  | 'əuwə / 'əudə | [37] |
|  | 'วuwə | [38-9, 58, 60, 67] |
|  | 'əudə | [46, 48, 53] |
|  | 'วuve | [114, 124, 133] |
| owl | au / hau | [5] |
|  | au | [27, 30, 44, 52] |
| own | əun | [37, 41, 49, 53, 106] |
| oxygen | 'opsidzən | [120] |
|  |  | [134] |
|  | 'oksidzon | [140] |
| packet | 'pæPi? | [62, 74, 99] |
|  | pæt | [67] |
|  | 'pæ?i | [73] |
| page | bei | [34] |
|  | peid | [76, 89] |
| paint | pein | [48] |
| paint-brush | 'peinPb ${ }^{\text {ct }}$ | [65] |
|  | 'peintb ${ }^{\text {r }}$ S | [85] |
| painting | 'peintin | [84] |
| panda | 'bændə | [39] |
| pansy | 'pændix | [58] |
| paper | 'peipə | [55, 91] |
|  | 'paipa | [58] |
|  | 'p ${ }^{\text {h }}$ eibo | [59] |
| paper clip | 'peipa tip | [52] |
| parcel | 'past ${ }^{\text {u }}$ | [71] |
|  | 'passu / 'pass | [81] |
|  | 'passul | [86] |
| park | ba: | [26] |
|  | pa:? | [95, 108] |


| parking | 'pa:Pin | [65] |
| :---: | :---: | :---: |
| parsnip | 'pa:?nip / 'pa:nip | [65] |
|  | 'pa:nip | [78] |
|  | 'pa:snip | [139] |
| pass | pæd | [68] |
| past | pæst / past | [141] |
| pasta | 'pæta | [65] |
|  | 'pætə / 'pæstə | [84] |
|  | 'pæstə | [88, 92] |
| patchwork | 'pætwərt | [55] |
| paté | 'pæPe ${ }^{\text {i }}$ | [58] |
|  | 'pæ?əi | [73] |
| path | pæs / pass | [144] |
| patio | 'pæti:əu | [84, 99] |
| patting | 'pætin | [128] |
| paver | 'peiva | [92] |
| pear | pe: | [56] |
|  | pa: | [58, 71] |
| pedal | 'pedal | [104] |
| peel (N/V) | pis ${ }^{\text {u }}$ / $/ \mathrm{pisl}$ | [65] |
|  | pi:ł | [71] |
| peeler | 'pisla | [94] |
| peeling | 'pislin | [94] |
| pen(s) | pen | [82] |
|  | penz | [91] |
| penguin | 'bemi: | [28] |
|  | 'benho | [39] |
|  | 'penin | [56] |
|  | 'pendin | [63] |
|  | 'pend ${ }^{\text {w }}$ ind | [78] |
|  | 'pendwin | [86, 92] |
|  | 'penwin | [140] |
| penny | 'peni: | [54] |
| people | 'pirpol | [80, 103] |
| pepper | 'peba | [69] |
| petrol | 'petrol | [81] |
| Phillips (screwdriver) | 'filips | [90] |
| phone | vəum | [32] |
|  | foun | [34, 39, 54, 92] |
| photo | 'fəutəu | [47] |
| piano | 'dinlin ${ }^{71}$ | [18, 20] |
|  | 'bænəu / 'bæməu / bæm | [37] |

71 Used for his toy piano, the burglar alarm, and also when asked to say 'key' and 'green'.

|  | 'bænəu ${ }^{72}$ | [45] |
| :---: | :---: | :---: |
|  | 'p ${ }^{\text {h }}$ ¢nəu | [46] |
|  | 'bænəu | [48] |
|  | 'pænəu | [56, 60, 109] |
|  | 'prænəu | [113, 128] |
|  | 'pjænəu / 'prænəu ${ }^{73}$ | [133] |
|  | 'pjænəu / pis'ænəu | [134] |
|  | 'pjænəu | [138, 141] |
| pick (up) | piP ('^p) | [46, 84] |
|  | pit ' $\wedge$ p | [81] |
|  | pit | [88, 90] |
| picking | 'piPin | [71] |
| picnic | 'piPni? | [ 93,122$]$ |
| picture(s) | 'pidə | [50-1, 58] |
|  | 'p ${ }^{\text {hipda }}$ | [62] |
|  | 'piPto | [67] |
|  | 'piPdəz | [73] |
| piece(s) | bis | [32] |
|  | pist | [55, 71] |
|  | pi:d ${ }^{74}$ | [58] |
|  | 'pistid | [65] |
| pig | bii | [26] |
|  | pik ${ }^{\text {² }}$ | [30] |
|  | bi | [32] |
|  | pid | [ $52,59,81,88,108]$ |
| pigeon | 'pizin | [86] |
| Piglet | 'bihe | [42] |
|  | 'pidit/ 'pidi? | [58] |
|  | 'pidip | [78] |
|  | 'pidlə? / 'pidlət | [109] |
|  | 'pidlət | [121] |
| Pilchard | 'miau | [26] \{name of the cat in Bob the Builder\} |
|  | 'bijo | [30] |
|  | 'mixjou | [43] |
|  | 'pilto | [50] |
|  | 'pilda | [61] |
|  | 'pildad | [62] |
|  | 'pildəd / 'pil?dəd | [68] |
|  | 'piltfod | [131] |

72 On seeing printed music.
73 His pronunciation alternates but, when asked, says explicitly that the former is correct.
74 As in: [pisdə 'paipə] - piece of paper.

| pile | pæ ${ }^{\text {u }}$ | [89] |
| :---: | :---: | :---: |
| pillow | 'bijou | [35] |
| pinch (steal) | pint | [76] |
| pink | pin? | [108] |
|  | pink | [133] |
|  | pijk' | [149] |
| pins | pinz | [68] |
| pip(s) | pip/ pit | [50] |
|  | pip | [73] |
|  | pips | [87] |
| Pippa | 'pipə | [72] |
| place | peit | [69, 74] |
|  | preis | [113, 124] |
| plane | See 'aeroplane' |  |
| plant (V) | paint | [91] |
| plant(s) (N) | pænts | [90] |
|  | plænt ${ }^{\text {s }}$ | [91] |
|  | plaint | [92] |
|  | praint | [103] |
|  | plænts | [109, 144] |
|  | pra:nt / prænt | [113] |
|  | prænts | [131] |
| plaster | 'bayda | [38] |
| (elastoplast) | 'pa:tə | [54, 57] |
|  | 'pa:tə / 'pla:tə / 'passtə / 'plasta | [81] |
|  | 'parsto | [87] |
|  | 'prasta | [97] |
|  | 'prasta | [120, 127] |
| plate | bei | [32] |
|  | bei? | [37] |
|  | beit | [50] |
|  | pleit | [82] |
|  | preit | [106] |
| platform | 'prætform | [122, 128] |
| play | bei | [32, 35, 48] |
|  | bei | [37, 38, 40, 42] |
|  | pei | [46, 56-8, 61, 71] |
|  | $p^{\text {w }}$ ei | [78] |
|  | prei | $\begin{aligned} & {[109,111,113-17,121,} \\ & 123-4,131,134] \end{aligned}$ |
|  | prei / plei | [133] |
|  | plei | [140-1] |


| playgroup | 'pei du:p | [69] |
| :---: | :---: | :---: |
|  | 'pei drusp | [87] |
|  | 'pei drusp | [88, 94] |
|  | 'plei dru:p | [108] |
|  | 'prei drusp | [113] |
| playing (N) | 'preiin / 'preiin | [92] |
|  | 'preiin | [112, 116] |
| playschool | 'pleitu: | [123] |
| playtime | 'preitaim | [132] |
| please | pi:z | [50, 54] |
|  | pisd/ pisdz | [56] |
|  | pi:z | [58] |
|  | pisd | [62, 64] |
|  | prisz | [120, 132] |
|  | plisz | [148] |
| pliers | 'beio | [28] |
|  | 'pæ ${ }^{\text {e }}$ ¢ | [58] |
|  | 'p ${ }^{\text {waiəz }}$ | [90] |
|  | 'p ${ }^{\text {r }}$ aiəz | [113] |
| plug (V/N) | $\mathrm{b} \wedge$ ? | [47] |
|  | p $\wedge$ d | [54, 58, 68] |
|  | p $\uparrow$ ? | [56] |
|  | $\mathrm{p} \wedge \mathrm{d} / \mathrm{pl}$ d | [73] |
|  | $\mathrm{p}^{1}$ d | [95] |
|  | $\mathrm{p}^{\mathrm{r}}$ d $/ \mathrm{pl}$ ¢ $\mathrm{d}^{\text {d }}$ | [98] |
|  | prad | [132] |
|  | pl d | [133] |
| plugged | pıd | [69] |
| plum | pram | [109] |
| plumber | 'prımə | [120, 122] |
| pocket | 'popip | [54] |
|  | 'popit | [70] |
| poke | pou? | [54] |
| polar (bear) | 'bəuwə | [39] |
|  | pruwə 'ba: | [63] |
| pole | pəul | [112] |
| police | pis | [90] |
|  | $\mathrm{p}^{\mathrm{r}}$ its | [97] ${ }^{75}$ |
| polish | 'polif | [114] |
| polishing | 'polisin | [103] |
| poo | bu: | [22, 23] |

75 Post-consonantal $1 / \mathrm{r} / \mathrm{w}$ seem to be merged: either phonetically indistinct or in free variation.

| Pooh (bear) | bu: | [14, 17, 21] \{see also |
| :---: | :---: | :---: |
|  |  | 'Winnie' ${ }^{\text {a }}$ |
|  | bu: | [39, 41, 43] |
|  | pu: | [42, 44, 49, 54, 72, 86] |
|  | bui/ bu: | [43] |
|  | bu: / p ${ }^{\text {h }}$ ut | [46] |
|  | pu: / 'pu: 'ba: | [58] |
|  | pu: / 'bu: 'ba: | [62] |
| poorly | 'puslix | [49, 57] |
|  | 'pupli: | [50, 76, 84-5, 137] |
| pop | рэр | [107] |
| рорру | 'popi: | [116] |
| pork | por? | [58] |
| porridge | 'pori3 | [128] |
| Portobello | bosdə'bewə | [48] |
| Port Salut (cheese) | 'por? læ'lu: | [69] |
| possum | bəu | [16] |
|  | 'pomis | [52] |
| pot(s) | bo? | [31] |
|  | bo | [37] |
|  | pot | [56, 58, 61, 116] |
|  | pos | [68, 114] |
|  | pot ${ }^{\text {s }}$ | [91] |
|  | pots | [145] |
| potato | 'peitəu | [101] |
|  | pa'teitau | [113] |
| pour (it) | 'porrip/ 'pos a tix | [71] \{'pour the tea'\} |
|  | 'porr it | [82] |
| pralines | 'preilimz | [140] |
| pray | prei | [116] |
| prefer | fə: | [109] |
| present (gift) | 'pedənt | [79] |
|  | 'prezant / 'prezen | [84] |
| presumably | 'zu:məlis | [109] |
| pretend | a'tend | [105] |
|  | tend | [110] |
|  | pi'tend | [111] |
|  | pri'tend | [123] |
| pretending | pi'tenin | [71] |
|  | pi'tendin | [112] |
| prickles | 'prikəlz | [141] |
| print | pint | [50, 56] |
| probably | 'poblix | [56] |


| problem | 'pobləm | [85] |
| :---: | :---: | :---: |
|  | 'problom | [123] |
| professor | 'fedo | [60] |
| programme | 'pəudræm | [90] |
| proper | 'pobe | [61] |
|  | 'propa | [112] |
| properly | 'proplix | [149] |
| pudding | 'pudin | [76] |
| puff | $\mathrm{p} \wedge \mathrm{f}$ | [90] |
| pull | pu | [70] |
| purse | pres | [54] |
|  | prit | [60, 64] |
| push | pud | [77] |
| pussy cat | 'pudis tæ? | [79] |
|  | 'pusis tæt | [91, 112] |
| put | bu | [37] |
|  | bu | [40] |
|  | put | $\begin{aligned} & {[42,47-8,50,56,72,77,86 \text {, }} \\ & 92] \end{aligned}$ |
|  | pu? | [46, 54, 61-2, 107] |
|  | pu? / pu | [73] |
|  | pu | [133] |
| putting | 'putin | [73] |
| puzzle(s) | 'padu | [64, 69, 75] |
|  | 'pıdəl / 'pızəl / 'pıdəld | [85] |
| pyjamas | 'dimdæm | [43-4] \{referred to as 'jimjams' by his parents\} |
|  | 'dimdæmz | [68] |
| quack | xwæ | [26] |
|  | $\mathrm{t}^{\mathrm{r}}$ ? | [97] |
| quarter | 'tosto | [120, 141] |
| quick | ti? | [67] |
|  | tri? | [123] |
|  | tri? / (krit) | [133] |
|  | krik | [140] |
| quicker | 'trita | [102, 120] |
| quickly | 'tripli: | [99, 126] |
|  | 'kwipli: | [141] |
| quiet | $\mathrm{t}^{\mathrm{r}}$ aiat | [83, 90] |
|  | trai ${ }^{\text {a }}$ t | [87] |
|  | træ ${ }^{\text {a }}$ | [121] |
| quince | tint | [64] |
|  | tins | [68] |
|  | tin? | [71] |
|  | trins | [120, 141] |


| quite | trait | [90, 120-1, 127, 140-1] |
| :---: | :---: | :---: |
|  | trai? | $\begin{aligned} & {[106,108-9,113,117-18,} \\ & 131] \end{aligned}$ |
|  | kwait | [145] |
| rabbit | 'ræna | [32] |
|  | 'wæbi? | [59] |
| radio | 'reidirəu | [140] |
| rain | wein | [32] |
|  | rein/wein | [37, 112] |
|  | rein | [39-40] |
|  | wein | [50] |
| rainbow | 'reinbəu | [70] |
| raining | 'reinin | [34, 56] |
|  | 'weinin | [88] |
| rainy | 'reinis | [43, 45, 70] |
| raisins | 'weidənd | [77] |
|  | 'weizən | [94] |
| rang | ræn | [106] |
| raspberries | 'ra:zbriz | [104] |
| razor | 'reido | [48, 59, 67, 73] |
| reach | risd | [62] |
|  | ri:t | [72] |
| read | ri: | [29] |
|  | wisd/ risd | [43] |
|  | risd | [44-6, 48-50, 54] |
|  | wist | [87] |
|  | wisd | [89, 126] |
| ready | 'redir | [44, 72, 74, 127, 139] |
|  | 'wedi: | [48, 92] |
| real | isu: ${ }^{76}$ | [6, 12, 14] \{cf. 'huge'\} |
|  | risu | [100] |
| really | 'rili: | [73] |
|  | 'risli: | [82, 110] |
| rebuild(ing) | 'ris'bi ${ }^{\text {d }}$ (in) | [57] |
|  | 'ri''biudin | [118] |
| recipe(s) | 'wesipiz | [91] |
|  | 'resopis | [145] |
| rectangle(s) | 'rettændəlz | [114] |
|  | 'rettændəl | [117] |
| recycling | ris'saitin | [94] |
| red | (ve) | [19] |

76 This 'word' seems to have generalised from 'big' ('huge') to 'grown-up' to 'real'. Z used it to refer to my 'real' tools as opposed to his toy ones.

|  | red | $\begin{aligned} & {[43,51,56-7,61-2,69-70,} \\ & 73] \end{aligned}$ |
| :---: | :---: | :---: |
|  | wed | [77, 90, 92] |
| regular | ('wedidə) | [91] |
| relax | ri'læt / i'læts | [85] |
| remember | ə'membə | [69, 79] |
|  | 'membe | [74] |
|  | a'membə / i'membə | [81] |
|  | ri'membə | [115, 138] |
| remote (control) | 'məuməu | [15, 27, 28] |
|  | məu'məu | [22] |
| replace | ri:'preis | [126] |
| rescue(d) | 'resturd | [108] |
|  | 'resku: / 'reskju: | [137] |
| rest | rest | [137] |
| resting | 'redin | [72] |
| rhinoceroses | rai'nosərəsiz | [119] |
| rhyme | raim | [112] |
| rice | rai? | [58] |
| Rice Crispies | 'rais 'tripsiz | [107] |
|  | 'wais 'trispiz | [109] |
| Richard | 'dijo | [25] |
|  | 'wiPdəd | [78, 85] |
| ridiculous | 'ditlixəs | [126] |
| riding | 'raidin | [65] |
| right | rai? | [56-7] |
|  | wait | [72, 90] |
| ring (a bell) | win | [94] |
| river | 'ridə | [56] |
|  | 'riva | [113] |
| road | roud | [58, 93, 138] |
| roar | ro: | [39] |
| robot | 'raubot | [136] |
| rock | rok /rop | [31] |
|  | rok | [139] |
| rocket | 'ro?ip | [54] |
|  | 'wopip | [69] |
|  | 'wo?it | [91] |
|  | 'rotit | [133] |
| rocket plane | 'rok' bein | [32] |
| roll | rou | [36, 37] |
| roller/Rolly | 'rouwi | [27, 29] |
|  | 'rouwa/ 'rouwi: | [32] |
|  | 'roulis | [58, 72, 97, 117] |
|  | 'rəula | [92] |


| roly-poly | 'rauli: prulis | [42, 86] |
| :---: | :---: | :---: |
| Roo | (beibi:) 'ru: | [43] |
|  | ru: | [59] |
| roof | rusf / rus | [32] |
|  | ru:f | [ $34,73,76,90,117]$ |
|  | ruit / rus | [37] |
|  | ruit | [46, 62, 64, 66] |
|  | ruif / wu:f | [74] |
|  | wusf | [92-3, 100] |
| room | rum | [29, 32, 34, 42, 48, 50, 57, 82] |
|  | ruim /rum | [37] |
|  | wu:m | [78] |
| round | ræ: | [18] |
|  | rau | [26] |
|  | raun / raund | [37] |
|  | raun | [56, 68] |
|  | raund | [65, 72] |
|  | waund | [71] |
| rubber(-band) | 'rabe | [58] |
|  | 'rıbə 'bæn/ 'rıbə 'bænd | [61] |
|  | 'rıbə 'bænd | [68] |
|  | 'roba 'bæn | [69] |
| rubbish | 'wabis | [89] |
|  | 'wabid | [90] |
|  | 'rabis | [97] |
|  | 'rabis / 'rıbij | [106] |
| ruler | 'ruia/ ru: | [30] |
|  | 'rus ${ }^{\text {w}}$ 2 | [60] |
| run | ran | [39, 42-3, 106] |
|  | wnn | [48, 61] |
| rung | ran | [113] |
| runner bean | ranə 'bim | [72] |
| running | 'rınin | [39] |
| rural | 'ru:ral | [128] |
| rush (V) | r s | [104] |
| Russia | 'rase | [116] |
| Safeway said | 'se ${ }^{\text {i fue: }}$ | [56] |
|  | sed | [131] |
| Saint Albans <br> salad <br> salmon | sent 'orlbənz <br> \{See 'fruit salad'\} | [112] |
|  | 'sæmən | [85, 105] |
| salt | so ${ }^{\text {ut }}$ | [84] |
| Sam same | sæm | [59, 71, 77, 108, 132] |
|  | se:m | [39, 84] |
|  | deim | [44] |
|  | seim | [67, 74, 94, 124] |


| Sammy | ＇sæmi： | ［55］ |
| :---: | :---: | :---: |
| sand | çen／sen／hen／dij ${ }^{\text {j }}$ | ［26］ |
|  | （çæn ${ }^{\text {d }}$ ） | ［30，31］ |
| sandals | ＇sændə | ［48］ |
| sandwich | ＇sænit／＇sæmi？／＇sæni？ | ［58］ |
|  | ＇sæmit | ［72］ |
| Santa（Claus） | ＇sæntə／＇sændə | ［48］ |
|  | ＇sænta trozz | ［107］ |
| Sarah | ＇sæwว | ［77，79］ |
| Saras ${ }^{77}$ | ＇sæwət | ［59］ |
|  | ＇sırət | ［64］ |
|  | ＇sərət | ［68］ |
|  | ＇særət | ［81］ |
|  | ＇sərəs | ［85］ |
| satsuma | sei＇suimə | ［51］ |
| sausage | ＇sozid | ［82］ |
|  | ＇sosiz | ［94］ |
| saw | so：／日s： | ［34］\｛［日大：］once only $\}$ |
|  | so | ［35］\｛［s］blade not apical\} |
|  | ss： | ［40］\｛［s］blade not apical\} |
|  | so： | $\begin{aligned} & {[41,46,49,53,79,89,116,} \\ & 118,136,143] \end{aligned}$ |
| saw－dust | ＇sordı | ［40］ |
| say | sei | ［76，89，91，123，141］ |
| scales | teild | ［68］ |
|  | stei ${ }^{\text {u }} \mathrm{z}$ | ［126］ |
| scarecrow | ＇te：təu | ［91］ |
|  | ＇ste：krəu／＇ske：krəu | ［143］ |
| school | tu： 1 | ［109］ |
|  | stu：1 | ［132］ |
| scissors | sis ${ }^{78}$ | ［3］ |
|  | $\theta \mathrm{iz}$ | $[5,6]$ |
|  | siz | ［7，48］ |
|  | Sis ${ }^{79}$ | ［14］ |
|  | çi： | ［30］ |
|  | siz | ［38，47］ |
|  | ＇sidəd | ［56，59－60，64，69，74，78－9］ |
|  | ＇sizə | ［105］\｛compound－singular appropriate\} |
|  | ＇sizəz | ［108］ |
| scone | trun | ［121］ |

77 His grandmother＇s given name：／sərəs／in Hindi，／＇s sırəs／in English．
78 The［i］is voiceless，occasionally with a hint of a voiced offglide before the final fricative．
79 The barred［i］was voiceless at sessions 7 and 14 ．

|  | stınz | [126] |
| :---: | :---: | :---: |
|  | ston | [138] |
| Scoop | tu:p | $\begin{aligned} & {[50,61-2,68,74,87,89-90,} \\ & 92,97] \end{aligned}$ |
|  | $\mathrm{t}^{\text {huip }}$ | [59] |
|  | sturp | [128] |
|  | stu:p / sku:p | [135] |
|  | sku:p | [138-9] |
| Scotland | 'toplond | [105, 114] |
|  | 'tatlond | [107] |
| scrambled | dəmb | [43] \{see also 'egg'\} |
|  | 'tæmbu 'عd | [49, 69] |
|  | 'træmbold 'ed | [92] |
|  | 'træmbəld ' $\varepsilon$ / / 'sæmbal ' $\varepsilon$ d | $[109]^{80}$ |
|  | 'stræmbəl ' $\varepsilon$ / / 'træmbəl ' $\varepsilon$ d | [128] |
|  | 'skræmbald 'عgz | [137] |
| scrape | treip | [77, 114] |
| scraper | 'teipə | [46] |
|  | 'treipa | [93] |
| scream(s) | ti:m | [57] |
|  | $\mathrm{t}^{\mathrm{h}}$ ism | [90] |
|  | $t^{\text {s }} \mathrm{i}$ im/ $/ \mathrm{t}^{\text {s }} \mathrm{imz}$ | [92] |
| screw | tu: | [67] |
|  | $t^{\text {s }}$ u | [69] |
|  | skru:z | [136] |
| screwdriver | 'dida/ 'dido/ 'duasda: | [30] |
|  | 'dusda: | [31, 34] |
|  | 'dida: / 'duusda: | [32, 35] |
|  | 'du:deija | [39-41] |
|  | 'tu:deida | [56] |
|  | 'tu:deidə /'tusdaidə | [60] |
|  | 'tu:daida | [61] |
|  | 't'uidraiva | [90] |
|  | 'stru:draiva | [134, 136, 143] |
| seaside | 'sissaid | [87, 136] |
| seat | sist | [106] |
| secateurs | 'setəz | [77] |
|  | 'setətəz | [86] |
|  | seta'tarz | [92] |
| second (moment) | 'setənd | [71, 127, 133] |
| second (after 'first') | 'setənd | [131] |

80 In both sessions 109 and 128, the first pronunciation was a self-correction of the second.

| secret | 'sixProt | [121] |
| :---: | :---: | :---: |
| see | si: | $\begin{aligned} & {[39,44,50,54,58,60,66,68,} \\ & 75,79,81,139] \end{aligned}$ |
| seen | $\sin$ | [46] |
|  | sim | [53] |
| see-saw | 'çi̇di: | [26] |
| Sellotape | 'scteip/'scəuteip/ 'seəteip | [48] |
|  | 'sclateip | [54] |
|  | 'se ${ }^{\text {u }}$ teip | [63] |
|  | 'seateip | [67-8] |
|  | 'scoteip | [74, 79] |
|  | 'scuteip | [92] |
| send | sen | [50] |
| setting | 'setin | [100] |
| seven | 'sedən | [58, 60] |
|  | 'sewon | [66] |
| shall | sæ ${ }^{\text {u }}$ | [61-2, 80] |
|  | sæl | [66, 69, 82, 87, 99, 103] |
|  | sæł | [108] |
| shampoo | 'sæm 'pu: | [49] |
| shape | seip | [107] |
| share | se: | [71] |
|  | ¢ع: | [131] |
| sharing | 'serwin | [90] |
|  | 'se:rin | [99] |
| shark | fart | [131] |
| sharp | sa:p ${ }^{7}$ | [35] \{see also 'dangerous'\} |
|  | da: | [36] |
|  | sop | [41] |
|  | sa:p | [46-47, 49, 59, $\left.{ }^{81} 90,145\right]$ |
|  | saatp | [55] |
|  | sa:p / Jaip | [108] |
| shave | seid | [59, 63, 67] |
|  | seiv / Seiv | [126] |
| she | si: | $\begin{aligned} & {[56-7,59,64,68,70-2,74,} \\ & 82,84,92,95] \end{aligned}$ |
| shears | $\int \# \odot^{82}$ | [7] |

81 The initial [s] was blade not apical.
$82 \mathrm{C}_{1}$ is a fairly regular voiceless palato-alveolar fricative, but V is high, back, unrounded, usually voiceless, and $\mathrm{C}_{2}$ is a voiceless bilabial trill or fricative. The whole is sometimes articulated on an ingressive air-stream mechanism. It sounds weird, but is quite definitely both distinct from his word for 'scissors' (now [siz] where the vowel is voiceless [i]) and, aside from the variation mentioned, consistent.

| shed | sied | [48] |
| :---: | :---: | :---: |
|  | sed | [82] |
| sheep | ba: | [4] |
|  | Jisp | [37, 113, 115, 137] |
|  | sipp | [52, 70, 72, 88] |
|  | ciep | [106, 111] |
| shine | sain | [93] |
| shirt | sart | [95] |
| Shivas | 'sidəd | [58] |
| /'Sivəz/ | 'civoz | [106] |
| shoe | suu: /du: | [34] |
|  | $\int^{w} \mathrm{u}$ : | [36] |
|  | su: | [46] |
| shoes | su: ${ }^{\text {z }}$ | [48] |
|  | suid | [74, 76, 81] |
|  | su:z | [92] |
|  | suiz / ${ }^{\text {t }}$ Su:z | [95] |
| shoot | suit | [105] |
| shop | sop | [54, 56, 71, 92] |
|  | ¢ор | [136] |
| shopping | 'sopin | [94] |
| short | sort | [121] |
| should | sud | [ $48,58,62,67,71,76,91]$ |
|  | sud / Jud | [117] |
| shoulder | 'səudo | [44] |
| show | dəu | [36] |
|  | səu | [42, 62, 73] |
| shower | 'sæwว | [46, 48-9, 51] |
|  | sauə | [87] |
| shut | sı? | [35, 56, 58] |
|  | s $\Lambda$ t | [44, 69, 71-3, 76-7, 89] |
| sick | sit | [49-50] |
|  | sip | [80] |
| side | said | [62] |
| silly | si / 'sidi: | [57] |
|  | 'sii: | [58] |
|  | 'sili: | [74, 85, 92, 107, 127, 132] |
| silver | 'silßo | [66] |
|  | 'si'vo | [69, 74, 79, 81] |
|  | 'silve | [132] |
| sing | sin | [37, 84] |
|  | $\sin$ | [154] |
| singing | $\mathrm{si}^{83}$ | [42] |

83 [si] was part of a compound [si bob] - Singing Bob (the Builder).

| sink siren | 'sinin | [60, 87] |
| :---: | :---: | :---: |
|  | sint | [126] |
|  | 'sæ3ən / sairən | [106] |
|  | 'sæ:3ən | [108-9] |
| sister | 'sidə / 'sidıə | [80] |
| sit | din | [14] \{inconsistent (and followed by 'down') |
|  | sit | [37, 47, 88, 97, 106] |
|  | ${ }^{\text {t }}$ sit /si? | [39] |
|  | stit | [51] |
|  | si? | [71, 79, 84] |
| sitting | 'sitin | [44, 63] |
|  | 'sitin / 'siPin | [111] |
| sitting room | 'sit rum /'sitin rum /'sitæn rum | [37] \{see also 'room'\} |
|  | 'sit ${ }^{\text {n }}$ rum | [42] |
|  | 'sit ${ }^{\text { }}$ rum | [43] |
|  | 'sidin rum | [48] |
|  | 'sit rum | [49] |
| six | sit | [60, 62, 66, 71, 73] |
|  | sits | [101] |
|  | siks | [145] |
| size | saiz | [90] |
| skin | tin | [78, 85-6] |
| skinny | 'tinis | [71] |
| skip (builders' skip) | tip | [121] |
| Skip | tip | [91] |
| sky | tai | $\begin{aligned} & {[92,95,100,104-5,119-20,} \\ & 124] \end{aligned}$ |
|  | tai / sitai | [127] |
|  | stai | [131, 137] |
|  | stai / sk ${ }^{\text {h }}$ ai | [139] |
| sky-scraper | 'tai treipə | [108] |
| slap | sæp | [56] |
| sleep | diep | [39] |
|  | sipp | [73, 100, 104, 110] |
|  | ciep / sisp | [111] |
|  | Sipp | [112, 130] |
|  | Sixp / (flisp) | [123] |
|  | Jiip / Slixp | [126] |
|  | Siip / s ${ }^{2}$ litp | [131] |
|  | fiip / slipp | [133] |
| sleeping | 'sispin | [56] |
|  | 'Siipin | [120, 122] |
| sleepy | 'sirpis | [72, 74] |


| sleeve | sivv | [81] |
| :---: | :---: | :---: |
|  | si:v / stiev ${ }^{84}$ | [95] |
|  | Siivz | [108] |
|  | si:vz | [109] |
|  | Srivz | [112] |
|  | Jiiv | [127] |
| slid | srid | [106] |
|  | sid | [113] |
| slide (V) | sraid | [106, 110] |
| slide (N) | $\mathrm{s}^{\mathrm{r}}$ aid | [105] |
|  | faid | [111, 122, 130] |
|  | said / Jaid / Slaid | [112] |
|  | said / Jaid / Jo'naid | [116] |
|  | slaid | [133, 136] |
| sliding | 'Saidin / 'saidin | [108] |
|  | 'Saidin | [131] |
| slightly | 'saiplis | [89] |
| slip | Sip | [123, 127] |
| slipper(s) | 'libo | [50] |
|  | 'sipa | [71, 82] |
|  | 'sibəz | [76] |
|  | 'Sipəz | [128] |
| slow | səu | [58, 67] |
| slowly | 'foulis | [37] |
|  | 'soulis | [38, 64, 86, 108] |
| slug(s) | ssd | [95] |
|  | s $\Lambda$ dz | [114-15] |
|  | $\int \Lambda \mathrm{d}$ | [116] |
|  | $\int \Lambda \mathrm{dz}$ | [130] |
| small | is | [23, 27] \{see also 'little'\} |
|  | iə | [26] |
|  | sosl | [102, 106, 108, 110] |
|  | ¢0:1 | [116] |
|  | sorl / Joil / smosl | [123] |
| smaller | 'ssila | [121] |
| Smarties | 'sa:tiz | [95] |
| smell(s) | fil | [87] |
|  | sel | [100, 106] |
|  | seu / seł | [105] |
|  | seł | [108] |
|  | selz | [109] |
|  | $\mathrm{s}^{\text {31m }}$ meł | [125] |
|  | s:meł | [128] |

84 [stiiv] occurred once only.

| smile | saiu | [106] |
| :---: | :---: | :---: |
|  | smaialz | [132] |
| Smith | (si0) | [85] |
|  | sis / (si $\theta$ / smi / mi $\theta$ ) | [116] |
|  | smis | [132, 135] |
|  | smi $\theta$ | [149] |
| smoke | səu? | [115] |
|  | s:məut | [124] |
| smoked mackerel | 'səu? 'mæPrəl | [105] |
| smoky | 'sməuki: | [141, 145] |
| snack | snæt | [131] |
|  | snæk | [141] |
| snail(s) | sei ${ }^{\text {u }} \mathrm{z}$ | [114-15] |
|  | $n e i^{\text {u }} /$ ss' $^{\text {nei }}{ }^{\text {u }}$ | [116] |
| snake ${ }^{85}$ | s: | [10, 13, 18, 23] |
|  | si | [14] |
|  | ç: | [16] |
|  | ç:/ s: | [32] |
|  | seit / sei? | [56, 92] |
|  | se:t | [71] |
|  | seit | [72, 100, 112, 114] |
|  | neit | [78] |
|  | seit / sneit | [116] |
| snap | sæp | [107] |
| sneeze | sizz / (simz) | [107] |
|  | si:z | [109] |
| snoring | 'sorrin | [87, 92] |
| snow (N) | sou | [54-5, 101, 113] |
| snows (V) | souz | [54] |
| snowballs | 'soubord | [55] |
| snowdrop | 'səudəp | [64] |
| snowman | 'səumən | [56] |
|  | 'səumæn | [59] |
|  | snəu, 'səumən | [120] \{self-correction - sic $\}$ |
| snow plough | 'snəu plau | [139] |
| snowy | 'soui: | [67, 110] |
| so | sou | [54, 58, 68, 105-6, 136-7] |
| soap | s ${ }^{\text {²up }}$ | [38] |
|  | soup | [43, 54, 66] |
| soapy | 'saubi: | [54] |

85 Also 'attachment for a vacuum cleaner'.

| socks | sot | [48, 54, 58, 129] |
| :---: | :---: | :---: |
|  | so? | [ 56,121$]$ |
|  | sop / sot | [67, 71] |
| sofa | 'səudə | [52] |
|  | 'səudə / 'təudə | [64] |
| solid | 'solid | [139] |
| some | səm | [37, 99, 109] |
|  | s $\mathrm{m}_{\mathrm{m}}$ | $\begin{aligned} & {[48,53-4,56-7,62,70,91 \text {, }} \\ & 95,154] \end{aligned}$ |
| somebody | 'sambodi | [81, 92] |
| somehow | 'sımhau | [117] |
| something | 'sımtin | [72] |
|  | 'sımsin | [100] |
| sometimes | 'samdeim | [43] |
|  | 's $\mathrm{m}_{\text {mtaim }}$ | [46] |
|  | 'sımtaimz | [89] |
| somewhere | 'sımwe | [50, 67] |
| song(s) | son | [58, 60, 105, 112, 139] |
|  | sonz | [111, 113] |
| soon | sum | [73, 109] |
| sooner | 'su:n | [50] |
| sorry | 'sowis | [94] |
|  | 'sori: | [139] |
| sorts (all sorts) | soss | [49] |
|  | sorts | [100] |
| soup | suip | [81] |
| space | speis / stpeis | [125] |
| spade | di | [20] \{scil. 'dig'\} |
|  | bei | [27] |
|  | peid | [90] |
|  | speid / peid | [133] |
|  | speid | [136] |
| spaghetti | po'detix | [119] |
|  | spə'detix / spə'getix | [136] |
| spanner | ('bæmə) | [18] |
|  | 'pænə | [79, 106] |
| spare (room) | 'pəu rum / 'pas rum | [57] |
|  | 'pa: 'rum | [68] |
| sparkler | 'paitlo | [118] |
| spatula | 'pæ ${ }^{\text {P }}$ tl | [66] |
|  | 'pætlitə | [121] |
| special | 'pədu | [56] |
|  | 'pedu | [61, 65, 74] |
|  | 'pedal | [81-2] |


|  | 'pesu | [95] |
| :---: | :---: | :---: |
|  | 'pesal | [103, 105] |
|  | 'pefol | [108] |
|  | 'spefal | [127] |
|  | 'spesal | [145] |
| spend | pend | [115-16] |
|  | spend | [132] |
| sphygmo(manometer) | 'figməu | [145] |
| spider | 'baidə | [37] |
|  | 'pæ ${ }^{\text {e }}$ d ${ }^{\text {d }}$ | [59] |
|  | 'paida | [92, 105, 112-13, 115] |
|  | 'spaido | [127, 131, 135] |
| spin | pin | [120] |
| spiny anteater | 'paini: 'æntisto | [120] |
| spirit level | 'pirit lewal | [66] |
| spit | pi? | [98] |
| splash(ed) | pæt | [64] |
|  | spræft | [125] |
| splint | sprint | [126] |
| spoil | poil | [111] |
|  | spoil | [137] |
| sponge(s) | $\mathrm{p} \wedge \mathrm{nz}(\mathrm{iz})$ | [100] |
| spoon | buin / bu: | [29] |
|  | buin / bu: | [37] |
|  | $p^{\text {h }}$ uin | [48, 56, 60, 76, 112, 114] |
|  | pu:n | [94, 115] |
|  | stpu:n | [127] |
|  | spuin | [133, 140] |
| spout | paut | [112-13, 120] |
|  | spaut | [131] |
| spray | prei | [126] |
| spring (in a watch) | prin | [127] |
| sprinkler | 'prin?la | [100] |
| sprouts | paut | [65] |
| Spud | pad | [59, 107, 127] |
| square | tre: | [121, 126] |
|  | tre: / stre: | [127] |
| squash (drink) | tot | [48, 61] |
|  | tot/ (tos) | [58] |
|  | $\mathrm{sot} / \mathrm{tst}$ | [68] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢ ${ }^{\text {d }}$ | [73] |
|  | tros | [80, 92, 100, 117] |


|  | $\mathrm{t}^{\mathrm{r}}$ ¢s | [87] |
| :---: | :---: | :---: |
|  | tros | [109, 114-15] |
|  | tros / tros | [110] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢ $\int$ | [113] |
|  | st $\int \bigcirc \bigcirc$ | [136] |
|  | skwo 5 | [142] |
| squeak | skwisk | [144] |
| squid | strid | [131] |
| squirrel | 'triral | [119] |
|  | ('skwiral) | [136] |
| stack | tæ? | [67] |
| stairs | te:d | [92] |
|  | te:z | [115-16] |
|  | te | [129] |
| stand | dæn | [37] |
|  | tæn / tænd | [71] |
|  | tæn | [72] |
|  | tænd | [97, 117] |
| standing | 'tændin | [85] |
|  | 'stændin | [131] |
| stapler | 'steipləraiza | [146] |
| star | da: | [45] |
|  | ta: | [112, 118] |
|  | sta: | [127, 131] |
| start | tait | [94, 114, 117] |
| starting | 'sa:tin | [93] |
| starving | 'tarvin | [104, 106, 108, 113-14] |
| station | 'teisən | [85, 100-1] |
|  | 'teifon | [124] |
|  | 'stei§ən | [133, 138, 154] |
| stay | dei | [32, 34-5, 37] |
|  | dei | [38, 41] |
|  | tei | [47, 50, 62, 73-4, 107, 116] |
| staying | 'teiin | [85, 116] |
| steady | 'tedis | [72, 74] |
|  | 'stedi: | [127, 139] |
| steal | tii ${ }^{\text {u }}$ | [60] |
|  | tiis | [125] |
| steam (train) | tiem | [88, 100] |
|  | stiom | [137] |
| steep | tisp | [105] |
| step ladder | 'tep lædə | [68, 92, 100, 113] |
|  | tep | [71] |
| stethoscope | 'stesaskəup | [137, 145] |
|  | 'ste ${ }^{\text {askzup }}$ | [149] |


| stick (V) | tit | [58] |
| :---: | :---: | :---: |
|  | ti? | [64, 85] |
|  | stit / stik | [139] |
| stick (N) | tit | [48] |
|  | ti? | [92] |
| sticker(s) | 'tidəd | [58] |
|  | 'tidəz | [60] |
|  | 'tida | [79] |
|  | 'tita | [94, 97] |
|  | 'tiPa | [113] |
| sticky | 'didi: | [44] |
|  | 'titi: | [48, 121] |
|  | 'tidis | [66] |
| stiff | tif | [114] |
| still | $\mathrm{ti}^{\text {u }}$ | [62-3, 68, 71, 85, 90] |
|  | til | [92, 113] |
| sting | tin | [107] |
|  | tinz | [122] |
| stinging | 'tinin / 'stinin | [132] |
| stole | ta ${ }^{\text {u }}$ | [60] |
| stool | tus | [71] |
|  | $\mathrm{t}^{\text {h u }}$ : 1 | [87] |
|  | tu: | [104, 113-14, 120] |
| stop | dop ${ }^{7} /$ dэ๐эงp ${ }^{\top}$ | [38] |
|  | dop | [39-40, 69] |
|  | top | [105] |
|  | top / (sit ${ }^{\text {h }} \bigcirc \mathrm{p}$ ) | [125] |
| stopped | top | [86] |
|  | topt | [100] |
| storeys | 'torriz | [108] |
| story/ stories | 'torri | [ $63,73,115,117]$ |
|  | 'torriz | [95] |
| stove | touv | [124] |
|  | struv | [128, 133] |
| straight | teit | [60] |
|  | sreit/ treit | [107] |
|  | trei? | [110] |
|  | treit | [120] |
|  | streit | [138] |
| straight away | teits'wei | [56] |
| strainer | ('reinə) | [22] |
| strap | træp | [124, 126] |
| straw | tros | [122] |
| strawberry/ies | 'torbis | [58, 78] |
|  |  | [71] |


|  | 'trorbis / 'trosbid | [76] |
| :---: | :---: | :---: |
|  | $\mathrm{t}^{\mathrm{r}} \mathrm{t}^{\text {a }} \mathrm{b}^{\mathrm{r}}$ iz | [92, 100] |
|  | 'troibrix | [104] |
|  | 'trosbria / 'srosbrix | [108] |
|  | 'trotbriz | [121] |
|  | 'srosbrix | [141] |
| stream | $\mathrm{t}^{\text {hi }}$ :m / si:m | [90] |
| string | trin | [101] |
| stripes | traips | [107] |
| stroke | $\mathrm{t}^{\text {r }}$ \%ut | [82] |
|  | $\mathrm{t}^{\text {r }}$ \% ${ }^{\text {r }}$ | [95] |
|  | trou? | [105] |
| stroking | 'trourin | [106] |
| strong | son | [71] |
|  | $\mathrm{t}^{\mathrm{r}}$ คn | [73, 81] |
|  | tron | [98, 110, 114, 124] |
|  | tron /sron | [117] |
|  | tron /stron | [127] |
|  | stron | [145] |
|  | stron / stron | [149] |
| stuck | tı? | [103] |
| student | 'tru:dənt | [118] |
| study (N) | 'tıdi: | [ $58,74,77,100,114,123]$ |
| stupid | 'stju:pid / 'stru:pid / 'stu:pid | [131] |
|  | 'Surpid / ('Sturpid) | [136] |
|  | 'stru:pid | [139] |
| submarine | sıbmə'im | [69] |
| suck | s $\mathrm{s}^{\text {? }}$ | [85, 106] |
| Sue | su: | [67] |
| sugar | 'su ${ }^{\text {b }}$ ) | [34] |
|  | 'fu ${ }^{\text {º }}$ /'sudə | [37] |
|  | 'sudə | [44, 62, 66, 80, 94, 117] |
|  | 'Suda | [121, 124, 126, 131, 133] |
|  | 'Sugə | [138, 141] |
| suitcase | 'su:Pteis | [108] |
| summer | 's^mə | [48] |
| sunflower | 'sınfaua | [87] |
| sun-glasses | 'sın drassiz | [100, 104] |
| sunny | 'sıni: | [56, 61, 70, 110] |
| sunshine | 'sınsain | [78] |
|  | 'sınfain | [131] |
| super-fast | 'suipəfart | [81] |
| super-glue | 'su:pədru: | [117] |
| supervise | 'su:pəvaiz | [95] |
| supper | 's^рә / 'sæpə | [56, 58] |


| supposed | ə'pəud | [71] |
| :---: | :---: | :---: |
|  | prud | [79] |
|  | pəud / sə'pəud | [90] |
| sure | Juə | [138] |
| surface | 'səifis | [110] |
| swallow(ed) (V) | 'soləu | [105, 115] |
|  | 'soləud | [106] |
| swan | son / som | [100] |
|  | Sonz | [119] |
|  | ¢onz / siwonz | [136] |
| sweep | sipp | [84] |
|  | ciep / sisp | [111] |
|  | Jipp | [123] |
| sweeper | 'fiepo | [120] |
| sweeping | 'sispin | [92] |
|  | 'Siipin | [120] |
| sweet | sii? | [58] |
|  | sist | [90, 92] |
|  | Ji:t | [124, 128, 131, 133] |
|  | switt / səwitt | [141] |
| swim | sim | [ $58,72,86,88,113]$ |
|  | sim / Jimz | [117] |
|  | Sim | [136] |
| swimming | 'simin | [85] |
|  | 'swimin | [116] |
|  | Simin | [117, 119] |
| swimming pool swing(s) | 'simin pai ${ }^{\text {u }}$ | [72] |
|  | $\mathrm{d}^{\text {z }}$ um | [26] |
|  | sum | [44] |
|  | $\mathrm{s}^{\mathrm{w}}$ in | [112] |
|  | Jin / Jinz | [116] |
|  | Sin | [128] |
|  | finz | [136] |
| switch (N/V) | sit | [50] |
|  | siPt | [62] |
|  | sit ${ }^{\text {s }}$ | [115] |
|  | swit / / itf | [131] |
| switching syringe | 'sitt tin | [73] |
|  | so'rind | [79] |
| syrup | 'sirəp' | [37] \{[s] velarised \} |
|  | 'sirə? | [58] |
|  | 'siwəp | [68] |
|  | 'sirəp | [141] |
| table | 'teibu | [87, 95] |
|  | 'teibul | [118] |


| Tagger take | 'tædə | [69] |
| :---: | :---: | :---: |
|  | dei | [31] |
|  | deit/ teit | [43] |
|  | teit \{actually for 'took'\} /dei | [44] |
|  | tei? | [47, 65, 100] |
|  | teit | $\begin{aligned} & {[51,56,68,72,74,76,78,82 \text {, }} \\ & 90] \end{aligned}$ |
|  | tei? / teit | [58, 87] |
|  | teij ${ }^{86}$ | [62] |
|  | teit / teik | [133 |
| taking | 'teiton | [74] |
| talk | tor? | [ $69,89,100,123-4]$ |
| talking | 'torPin / toxin | [89] |
|  | 'tor?in | [92] |
| tall | tosl | [109] |
| taller | 'tosla | [109] |
| tap (faucet) | dæp ${ }^{\top}$ | [45] |
|  | tæp | [76] |
| tape | teip | [57] |
| tape-measure | 'dæ meija | [30] |
|  | 'dee meijo | [31] |
|  | 'mædæ | [37] |
|  | 'teipmeda | [48-9] |
|  | 'teipmed ${ }^{\text {² }}$ 。 | [83] |
| tape-recorder | 'teipitorda | [70] |
|  | teipri'tordə | [90] |
| tarmac | 'ta:mæ? | [98] |
| tarn | ta:n | [61] |
| taste | teit | [58, 68] |
| tasty | 'teistix | [121] |
| tea | tis | [26, 71, 138] |
|  | di: | [37] |
| tea-bag | 'diubæ | [37] |
|  | 'tirbæd | [82] |
| team | tixm | [71] |
| tea-time | 'dideim | [43] |
| teddy | 'lælæ | [14] \{inconsistent\} |
|  | 'læŋæ | $\begin{aligned} & {[17,18,37]} \\ & \text { 'jumper } \left.^{87}\right\} \end{aligned} \quad \text { \{also }$ |
|  | 'æææl | [19, 35] |

86 The glide at the end of 'take' was clear and consistent, but only in this one session and always prevocalically, in 'take it'.
87 His favourite jumper had a picture of a teddy bear and the word was extended to all jumpers.


88 In session 23, when asked if he could say 'telephone', he produced an indecipherable but undoubtedly trisyllabic response.


89 In his version of do that, there was a clear bilabial transition between the words: [du: ${ }^{w} æ t$ ].
90 This last was a relative pronoun.
91 As in: [hu: iz dætiz hæt] - Whose hat is that? \{Who is that's hat? $\}$.

| they're | ع:ว | [137] |
| :---: | :---: | :---: |
|  | عว | [149] |
| thing(s) | fin | [49] |
|  | $\sin z$ | $\begin{aligned} & {[51,64,71,85,88,90,92,} \\ & 100,126,137,149] \end{aligned}$ |
|  | sind | [ $58,75,77]$ |
|  | sin | [97, 122, 132] |
|  | $\sin / \mathrm{fin}$ | [106] |
|  | $\sin / \theta \mathrm{in}$ | [154] |
| think | $\sin$ ? | [ $61,71,100,123]$ |
|  | $\sin$ / / sint | [64, 108] |
|  | sint | $\begin{aligned} & {[66,69,74,76,90,92,98,} \\ & 105-7,109-10,113,126] \end{aligned}$ |
|  | sink | [137, 140-2, 145, 149] |
| thinking | 'sipkin | [142] |
| thirsty | 'sarstix | [100, 107] |
| thirty | 'sartix | [115, 136] |
|  | 'farti: / 'sastix | [132] |
| thirty-one | farti: 'wın | [56] |
| this | Pip | [61] |
|  | Pid | [62] |
|  | is | [64, 85-6, 88, 100, 103, 109, $113-15,121,128,130,133$, <br> 136, 138-41, 143-4, 149-51 |
|  | id | [65, 67-9, 71, 74, 76] |
|  | dis / is | [92] |
|  | dis | [97] |
| Thomas | tom | [66] |
|  | 'tomət | [79] |
| those | วu | [78] |
|  | ขuz | [121, 146] |
| thought | so:t | [104, 149] |
| three | dis | [36] |
|  | vir | [37, 39] |
|  | dis | [42] |
|  | fi: | [44, 48, 54, 58, 60] |
|  | fri: | [115, 123, 132, 139, 141] |
| through | fu: | [40-1, 56, 70-1, 93] |
| throw | rou | [29] |
|  | dəu | [32] |
|  | $\theta$ Өи | [34] |
|  | wวu | [35] |
|  | уəu | [39] |
|  | fəu | [42, 48, 89] |


|  | fəu / fr ${ }^{\text {r }}$ ¢ | [85] |
| :---: | :---: | :---: |
|  | $\mathrm{f}^{\mathrm{r}}$ )u | [113] |
| throw-ball | 'froubs:1 | [139] |
| thrown | fəun | [60] |
|  | frun / $\mathrm{f}^{\mathrm{r}}$ วun | [92] |
| "thub" [ðıb] | $\mathrm{z} ⿵ \mathrm{~b}^{92}$ | [121] |
| thumb | f $\wedge \mathrm{m}$ | [55] |
|  | s. $\wedge$ m | [95] |
|  | s $\wedge$ m | [112-13] |
|  | s $\wedge$ mz | [137] |
| tickle | di | [38] |
|  | 'titu | [56] |
| tickling | 'tiPlin | [94-5, 104, 132] |
| ticklish | 'tiplisif | [132] |
| tidying | 'ter ${ }^{\text {i }}$ in | [54] |
| tiger | 'taidə | $\begin{aligned} & {[55,63,72,105,110,112,} \\ & 141] \end{aligned}$ |
|  | 'taiga | [136, 140, 144] |
| Tigger | 'dijə | [26] |
|  | 'diejo | [31] \{cf. ‘digger’ - length and voicing random\} |
|  | 'dia | [42] |
|  | 'tidə /'tiPə | [48] |
|  | 'tidə | [58-9, 67-8, 82] |
| till (until) | til | [145] |
| time | teim | [43] \{see also 'tea-time'\} |
|  | taim | [69, 89, 92, 105-6] |
| tin (for cakes) | $\mathrm{di}^{\text {i }}$ | [16] |
|  | di(n) | [19] |
| tiny | dein | [38] |
|  | 'teini: | [46] |
|  | 'tæni: | [47-8, 50] |
|  | 'taini: | [87] |
| tip | dip | [36] |
|  | tip | [76, 81] |
| tip-up truck | 'tip $\wedge \mathrm{p} \operatorname{tr} \Lambda$ ? | [106] |
|  | to | $\begin{aligned} & {[49,61,69,78,80,82-3,113,} \\ & 126,139] \end{aligned}$ |
|  | tus | $\begin{aligned} & {[50,60-1,70,72-4,76,84-6,} \\ & 88-90,115] \end{aligned}$ |
|  | ti | [54] |

92 Zak (and other children) typically omit the initial [ $ð$ ] in 'function words'. Accordingly we invented new names for things - i.e. for lexical categories - and I called something a [ð^b]. Z's response was (consistently) to call it a [zıb].

|  | tu / 2 | [55, 71] |
| :---: | :---: | :---: |
|  | tu | [56, 91-2] |
|  | ta / 2 | [57] |
|  | tus/ tu/to | [58] |
|  | ว | [63] |
|  | tu: / 0 | [64-5] |
|  | tu: / to | 68, 79, 81] |
| toast | dəut | [43] |
| toasted | 'trus ${ }^{\text {tid }}$ | [49] |
|  | 'trudid | [55] |
| today | dei | [38, 46-7] |
| toes | tou | [43] |
|  | trud | [73] |
|  | touz | [104] |
| toffee together | 'tofi: | [133] |
|  | tui'geda ${ }^{93}$ | [58] |
|  | tu:'deda | [71] |
|  | tu:'deza | [86, 89] |
|  | to'geza | [137] |
| Tom | tom | [124] |
| tomato(es) | 'martəu | [58, 66, 68, 72, 74, 77, 80] |
|  | 'matrouz | [92] |
|  | 'ma:təu / to'ma:təu | [117] |
|  | to'matəou | [140] |
| tomorrow | 'mərəu | [44, 46, 48-9, 81] |
|  | 'mərəu / tus'mərəu | [54] |
|  | tui'mərəu | [55] |
|  | tu:'mowəu | [59, 65] |
|  | ə'mərəu | [77] |
|  | tu'məwวu | [94] |
| tongue | $\mathrm{t} \wedge \mathrm{n}$ | [105, 122, 132] |
| tongue twistertoo | 'tın tista /'tın tita | [62] |
|  | (du:) | [37] |
|  | du: | [43] |
|  | tu: | $\begin{aligned} & {[44,47,50,58,68,89,114,} \\ & 120,137] \end{aligned}$ |
| toolbox | 'tusbo? | [65] |
|  | 'tu:bst | [78] |
| tools | turd | [58] |
|  | tu ${ }^{\text {d }}$ / tu ${ }^{\text {u }} \mathrm{z}$ | [90] |
|  | tu:lz | [100] |
| tooth | tus | [104, 113] |

93 This is in my notes but it is most probably a transcription error.

| top torch | top | [67, 90, 92, 107] |
| :---: | :---: | :---: |
|  | dos: | [39] |
|  | to:t ${ }^{\text {s }}$ | [49] |
|  | tort | [55-6, 81] |
|  | tows | [113] |
| torn | toin | [46] |
| tortoise | dos | [39] |
|  | 'tastas | [91, 132] |
| (in) total | in 'toukəl | [151] |
| touch | t ¢ | [71] |
| tower(s) | 'dæwə | [38] |
|  | 'dæwə/'dæwə | [39] |
|  | 'tæwəd | [78] |
|  | 'taue | [98] |
| toy(s) | toid | [74] |
|  | toi | [94] |
| toyshop | 'toi§əp | [136] |
| track (N) | tæ? | [54, 56-7, 63-4] |
|  | tæt | [58] |
|  | tæP/ ${ }^{\text {r }}$ ¢ ? | [70] |
|  | tæ / tæt | [71] |
|  | træt | [72] |
|  | træ? | [74, 87, 107-8, 123-4] |
|  | træk | [137-8, 140] |
| tractor | brrm | [14] \{cf. 'car'\} |
|  | 'dæPa | [27] |
|  | 'd^? ${ }^{\text {d }}$ | [38] |
|  | 'dæPə | [39] |
|  | 'tæPtə | [ $48,58,65,68]$ |
|  | 'tæPta / 'tætə | [56] |
|  | 't'æ?to | [69, 100] |
|  | 'træPto | [76, 85] |
|  | 'træktə | [140] |
| train | oo-00 | [24, 25, 32] \{imitative high low high $\}$ |
|  | tein | [54] |
|  | $\mathrm{t}^{\mathrm{h}}$ ein/ tein | [56] |
|  | te:n / tein | [57] |
|  | tein | [58, 63, 65] |
|  | $\mathrm{t}^{\mathrm{h}}$ ein | [60] |
|  | $\mathrm{t}^{\mathrm{r}}$ ein / ta'rein | [69] |
|  | trein | $\begin{aligned} & {[72-4,87,100,102,107-9,} \\ & 112,120,137] \end{aligned}$ |
|  | $\mathrm{t}^{\mathrm{r}}$ ein | $[77,85,93,95,129] \quad\{c f .$ 'crane'\} |


|  | $t^{r}$ ein / $t^{\text {P }}$ rein | [88] |
| :---: | :---: | :---: |
|  | trein / t Sein | [154] |
| training | 'teinin | [65] |
| transplant (N) | 'tra:nzpraint | [120] |
| trapped | tæpt | [58] |
| Travis | 'trævis | [139] |
| tree | di: | [30, 32, 34, 48] |
|  | ti: | [46, 58] |
|  | $t^{\text {sis }}$ | [88] |
|  | $\mathrm{t}^{\mathrm{r}}$ i:z | [93] |
|  | tri: | [113, 116] |
| triangles | 'traiænduz | [95] |
| trick | ti? | [67, 69] |
|  | $\mathrm{t}^{\mathrm{r}}$ it | [71] |
| tricycle | 'traisital | [117] |
| tried | taid | [58] |
|  | traid | [112] |
| trolley | 'troli: | [74] |
| trousers | 'taudəd | [65] |
| trowel | trau ${ }^{\text {l }}$ | [86] |
| truck | brrm | [23] \{see also 'car'\} |
|  | ( $\mathrm{FP}^{\mathrm{h}}$ ) | [43] |
|  | ts? | [65] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢ $\mathrm{P} / \operatorname{tro}$ ? | [74] |
|  | $\mathrm{t}^{\mathrm{r}}$ ¢ ? | [77, 97] |
|  | $\operatorname{tr} \mathrm{N}^{2}$ | [106] |
| try | tai | [65] |
|  | trai | [123] |
| trying | 't'rain | [72] |
| T-shirt | 'tie sar? | [72] |
| Tuesday | 'tru:zdis | [125, 131] |
| tummy | 'd $\Lambda$ mis | [37, 39] |
|  | 'd $\mathrm{m}_{\text {mis }}$ | [43] |
|  | 't^mis | [63, 81, 86] |
| tummy ache | 'tımis eit | [90] |
| tuna | 't'u:nə | [105] |
| tunnel | 'tınu | [57, 70] |
|  | 'tınul | [120] |
| turmeric | 'ta: mə'rit | [54] |
| turn | do:n | [38] |
|  | toin | [ $50-1,56,60,69,72,86,94]$ |
| turned | tornd | [76] |
| turning | 'tanin | [65] |
| tweetle | 'tisdu | [54, 57] \{from Fox in |
|  |  | Socks\} |


| twelve | $\mathrm{d}^{\text {c }}{ }^{\text {d }}$ | [60] |
| :---: | :---: | :---: |
|  | trelv | [118, 128, 136] |
| twenty | 'tention | [71] |
|  | ${ }^{\prime} \mathrm{t}^{\mathrm{r}}$ Entix | [106] |
|  | tren'tion | [115] |
|  | 'trenti: | [121, 132, 136] |
| twinkle | 'trintal | [112, 118, 131] |
| two | du: | [36, 37, 39, 48] |
|  | du: | [42] |
|  | tu: | [54, 60, 69, 78, 87, 95] |
| ugly | 'ndli: | [101] |
| uncle | '^ndo | [50-1, 56, 58, 68, 79] |
|  | 'nntal | [100] |
|  | 'nntəl / 'nntu | [108] |
|  | 'sntu | [125] |
| under | 'ınə | [34] |
|  | 'nnda | [64, 79] |
| undone | $\Lambda n^{\prime} \mathrm{d} \Lambda \mathrm{n}$ | [32, 34, 36] |
| unlock | $\wedge n^{\prime} \mathrm{l}$ ? | [108] |
| unplug | $\wedge \mathrm{n}$ 'p $\Lambda$ d | [62] |
| unscrew | $\wedge n^{\prime}$ 'ru: | [106, 117] |
| untangled | $\wedge \mathrm{n}^{\prime}$ tændəld | [114] |
| until | $\Lambda n^{\prime}$ 'til | [94] |
| up | $\Lambda$ | [22] |
|  | æp ${ }^{\prime} / \Lambda p$ | [32] |
|  | $\wedge p$ | $\begin{aligned} & {[33,37,38,41-4,48-50,} \\ & 53-6,58-9,62,72-4,83-6, \\ & 88,92-3,99,139] \end{aligned}$ |
|  | $\Lambda p^{\top} / \Lambda p$ | [34] |
|  | $\wedge \mathrm{p} / \Lambda$ | [36] |
|  | $\Lambda p / \Lambda ?$ | [71] |
|  | $\wedge p^{\top}$ | [76] |
| upstairs | $\wedge \mathrm{p}$ 'te:d | [82] |
| us | วs | [62] |
| use (V) | lu:z | [84] |
|  | u:z | [91] |
|  | u:z | [98, 100] |
|  | ju:z | [127] |
| use ( N ) \{as in 'no use'\} | lus | [117] |
| used | ('isu:) | [64] |
| used to | 'usta | [91, 103] |
| using | 'u:zin | [113] |


| usually | 'u:zi: / 'u:zoli: / ('luazalis) | [103] |
| :---: | :---: | :---: |
|  | 'ju:zəli: / 'luazolis | [109] |
|  | 'u:zis | [113] |
|  | 'u:zalis | [117] |
|  | 'uszalis | [120] |
|  | 'u:zolis / 'lu:zolis | [126] |
|  | 'juizali: | [137, 141] |
| utility room | us'tiliti: rum | [108] |
| van | væn | [74, 78, 83, 98] |
| vanilla | va'nila | [114] |
| vanished | 'vænist | [145] |
| vegetable | 'vebal | [91] |
| vehicle | 'viətal | [111] |
|  | 'viəkəlz | [154] |
| Verulamium very | veru:'leimi:əm | [133] |
|  | 'vei: | [46, 48, 50] |
|  | 'vei: | $\begin{aligned} & {[56,71,90,92,100,113,128,} \\ & 139] \end{aligned}$ |
| vest | ves / vest | [72] |
|  | ved | [73] |
| video(-player) | 'rivəu peiə | [56] |
|  | 'visdəu | [60] |
|  | 'vijou | [61] |
|  | 'vidəu | [65, 68] |
| vinegar | 'vidinə | [82] |
| violin | væ:'lin | [109] |
| voluntary | ('podəntii) | [76] |
| Voyne | voin | [108] |
| wacky | 'wæPti: | [46] |
|  | 'wæki: | [149] |
| wait | wei? | [68] |
|  | weit | [77, 84] |
| waiting | 'weitin | [55] |
| wake up | 'weit $\Lambda$ p | [75] |
| walk | wort | [42-3, 90] |
|  | wot? | [84, 100, 102, 113] |
|  | wo:? / wort | [124] |
| walking | 'worpin | [85, 93] |
|  | 'wosin | [104] |
|  | 'wostin | [131] |
| wall | wo: | [34, 38, 50] |
| Walligator wallop want | 'wolideita | [91] |
|  | 'woləp | [140] |
|  | wo? / won | [37] |
|  | won | $\begin{aligned} & {[41-4,50-1,53-8,63,68 \text {, }} \\ & 71,76] \end{aligned}$ |


|  | won / wom (once) / wont | [46] |
| :---: | :---: | :---: |
|  | wo /won | [47] |
|  | wont/won | [48, 60] |
|  | wont | [ 65,107$]$ |
|  | won? | [72, 82] |
|  | 'wขnว | [74] \{= 'want to' $\}$ |
|  | 'wontu: | [75] \{= 'want to'\} |
|  | won? / wont | [87] |
| wanted | 'wontid | [68] |
| wants | wot | [46] |
|  | wont | [86] |
|  | wonts | [ 95,115$]$ |
| wardrobe | 'wo:dəub | [63] |
|  | 'wo:dəub / 'wo:drəub | [71] |
| warm | worm | [43, 63, 71, 74] |
| warming | 'wormin | [71] |
| was | wod | [60] |
|  | wod / woz | [70] |
|  | woz | [91] |
|  | wə: ${ }^{94}$ | [110] |
|  | wəz / woz | [140] |
| wash | wot | [50, 71] |
|  | wod | [81, 83] |
|  | wod / wos | [82] |
|  | wวs | [84, 86, 100] |
| washing | 'wodin | [80] |
|  | 'wosin | [123] |
| washing up | wodin ' p p | [78] |
| watch (V) | wot | [40] |
|  | wot/ wo? | [58] |
|  | wo? | [61] |
|  | wod | [63] |
|  | wo? | [109] |
| watch (N) | wot ${ }^{\text {s }}$ | [79] |
|  | wo?s | [92] |
| watching | 'wodin | [63] |
| water | wo: | [28] |
|  | 'wo: | [31] |
|  | 'wo:da | $\begin{aligned} & {[36,37,46,48,54-5,61 \text {, }} \\ & 63-4] \end{aligned}$ |
|  | 'worda / 'worta | [71, 84] |
|  | 'wo:to | [76] |

94 Now regularly uses [ai wə:] for I was.

| water butt(s) | 'wasda bıt | [65] |
| :---: | :---: | :---: |
|  | 'worpa bat | [84] |
|  | 'worta bats | [91] |
| watering | 'wosdrin | [84] |
|  | 'wo:Pəlin / 'wor?lin / 'worrin | [100] |
| watering can | 'wottərin tæn | [133] |
| way | wei | $\begin{aligned} & {[33,39-40,46,56,60,63,68,} \\ & 72,74,88,106-7,137, \\ & 139-40] \end{aligned}$ |
| we | wi: | $\begin{aligned} & {[53,59,62,67-9,71-2,77-8 \text {, }} \\ & 81-7,89,92-5,99-100,104, \\ & 109] \end{aligned}$ |
|  | wi/ wis | [61] |
| wear | we: | [122] |
| wedge | wed | [84] |
| Wednesday <br> weed <br> week | 'wendei | [72] |
|  | wisd | [126] |
|  | wist | [47] |
| Weetabix | 'witdəbia/ 'wisdəbit/ 'wi:təbit | [44] |
|  | 'wistəbit | [50] |
|  | 'wi: dəbit ${ }^{\text {s }}$ | [54] |
|  | 'wi: dəbi? | [60] |
|  | 'wi: təbi? | [68, 94] |
|  | 'widdəbit | [79] |
| wee-wee | 'wiswi: | [34] |
| weigh | wei | [58] |
| well | wel | [70, 79, 90] |
| Wendywentwere | 'wendi: | [59] |
|  | wen | [56] |
|  | wข: | [89] |
| weren't | wว:n | [79] |
| wet | wet | [45, 73] |
| what (Non-Q) | wot | [ $50,68,72,80,91,131,139]$ |
| what(?) | wot | [37, 81-2, 86, 92, 109] |
|  | wot / wo? | [64, 68, 70] |
|  | wot / wo / wo? | [71] |
|  | wo? /wot | [72] ${ }^{95}$ |
| whatever | wo?'evo | [72] |
| wheel(s) | wis | [36] |
|  | 'wisu | [54, 56] |
|  | wis ${ }^{\text {u }}$ (d) | [74] |
| wheelbarrow | 'willbæwəu | [90, 106] |

95 Z had [wo?] and [wot] for interrogative 'what?' and only [wot] for pseudo-cleft 'what', but it is not clear if this is significant.

| wheelie bin | 'wislis bin | [97] |
| :---: | :---: | :---: |
| wheeling | witlin | [69] |
| when | wen | $\begin{aligned} & {[43,46,58,61,69-70,79 \text {, }} \\ & 113] \end{aligned}$ |
| when? | wen | [83, 87, 115] |
| where | we | [62] |
|  | we: | [87, 92-3, 100] |
| where? | wa: | [64, 67, 71, 73, 85] |
|  | we: | [87, 108] |
| where's | we:d | [69] |
| which? | wit | [ $60,76,81]$ |
|  | wid | [67] |
|  | wit ${ }^{\text {s }}$ | [71, 92] |
|  | wis / wits | [115] |
| while | wæ | [43] |
|  | wai ${ }^{\text {u }}$ | [62, 77] |
|  | wæ: | [68] |
|  | wæ ${ }^{\text {u }}$ | [72] |
| whisky | 'witi: | [82] |
|  | 'wisti: / 'vistix | [84] |
| white | wait | [76, 103, 110, 139] |
|  | waid | [83] |
| who? | hus | [83, 89, 94] |
| whole | həu | [47] |
| why | wai | [84-5, 89, 95] |
| wife | waif | [87] |
| will (future) | wil | [ $58,61,65,68,85,91]$ |
|  | wi ${ }^{\text {u }}$ | [60, 70, 73] |
|  | wiu | [61] |
|  | wi ${ }^{\text {u }}$ / wit / wil | [62] |
|  | ail | [71] \{= 'I will' $\}$ |
| William | 'wiləm | [122] |
| Willy | wi | [41] |
| wind (up the yoyo) | wæ: | [16] |
| window | 'wində | [45] |
|  | 'windəu | [57, 72, 141] |
|  | 'windəuz | [110] |
| windy | 'windi: | [61] |
| wine | wa ${ }^{\text {i }}$ n | [65] |
|  | wain | [136] |
| wing(s) | wind | [56, 69] |
|  | winz | [103, 120] |
|  | win / win | [148] |
| wing mirror | 'vin mirə | [66] |


| Winnie (the Pooh) | 'wini: 'bu: | [35, 36, 39] \{see also |
| :---: | :---: | :---: |
|  |  | 'Pooh'\} |
|  | 'wini: 'pu: | [49, 56, 68] |
|  | 'wini: | [50] |
|  | 'wini: $\mathrm{O}^{\prime} \mathrm{pu}$ | [ $60,70,77,95,121]$ |
| winter(-time) | 'vindəteim | [46] |
|  | 'winto | [89] |
| wipe | waip | [65] |
| wire | wai ${ }^{\text {² }}$ | [62] |
|  | 'wajo | [94] |
|  | waił | [142] |
| wise | waid | [82] |
| wish | wis | [109] |
| with | wid / wit | [48] |
|  | wid | $\begin{aligned} & {[51,57,58,64,72,78,88,92,} \\ & 106] \end{aligned}$ |
|  | wi | [61, 71] |
|  | wið | [109, 113-14, 116-18] |
|  | wiv | [138] |
|  | wið/ wiz | [149] |
| without | au | [36] |
|  | wid'aut | [55, 70, 94] |
| wobble | 'wobu | [62] |
| woke | wәu? | [56] |
|  | wout | [59] |
| woken | 'woutən | [100] |
| wolf/wolves | wut | $[53,63]$ |
|  | wut / wult | [64] |
|  | wuf | [72, 78] |
|  | wu ${ }^{\text {u }} /$ w wulf | [90] |
|  | wulf | [92, 100, 112, 121, 145] |
|  | wulvz | [116] |
| woman | 'wumən | [56, 59] |
| wombat | 'wombæ? | [46] |
| Wombles | 'wombə | [48] |
| won't | woun? | [62, 64] |
|  | woun | [70] |
| wood (material) | wud | [56] |
| wood (forest) | wud | [77] |
| word | word | [123] |
| work | wว: | [34, 36, 79] |
|  | wor? | [37] |
|  | wort | [48, 54-5, 99] |
|  | wว:?/ wost | [58] |
|  | wər? | [60-1, 78, 110, 123] |


| work-bench | 'wo:Rbent / 'worpbent | [65] |
| :---: | :---: | :---: |
|  | 'wa:Pbent | [78] |
| working | 'warkin | [138] |
| worm(s) | wว:m(d) | [75] |
|  | wว:m | [136] |
| worry | 'waris | [70-1, 73, 78] |
| worse | wass / 'bædə | [136] |
| would | wud | [ $58,68,70,91,110]$ |
| wouldn't | wudən | [68] |
| wrapped | wæpt | [76] |
| wrapping paper | 'ræpin peipə | [79] |
| wrench | $\mathrm{rent}^{\text {s }} / \mathrm{went}^{\text {s }}$ | [90] |
| wriggle | 'widu | [90] |
| wriggly | 'ridli: | [104] |
| wrist | rist | [85] |
| write | ræ | [31] |
|  | wæ? | [38] |
|  | rai? | [76, 131] |
|  | wait | [78, 90-1] |
| writing | raitin | [86, 92] |
| wrong | ron | [33, 51, 66, 106-7, 112] |
|  | ron / rom | [48] |
|  | won | [56] |
| xylophone | 'zailəfəun | [91] |
| /jemna/ |  |  |
| yap | læp | [64] |
| yapping | 'læpin | [64] |
| yard | jasd / i'jasd | [128] |
| yawn | lown | [59, 102, 123] |
|  | jown / i'jo:n | [128] |
| year(s) | liəz | [106] |
|  | liə | [113] |
| yeast | lisst | [119] |
| yellow | 'leu | [18] |
|  | (len) | [19] |
|  | 'jeləu | [22 \{imitated\}, 136, 138] |
|  | 'lıjəu | [56, 61, 63-4] |
|  | 'jıjəu | [57] |
|  | 'leləu | $\begin{aligned} & {[66,69,71,73,79,81,} \\ & 95,97,100,106,109,113, \\ & 120,127] \end{aligned}$ |
| yes | $a:^{96}$ | [4] |

96 Breathy, nasalised, falling tone.

|  | hã | [7, 56, 60, 62] |
| :---: | :---: | :---: |
|  | ã: / hã: | [14] |
|  | $\mathfrak{x} / \mathrm{hæ} / \mathfrak{æ}^{\sim} / \mathrm{h}^{\sim}$ | [17] |
|  | $\mathfrak{h æ ~}^{\sim}$ | [19, 20] |
|  | hæ | [22] \{status vexed - see 'have') |
|  | let | [59] |
|  | led | [61, 63, 79] |
|  | les | $\begin{aligned} & {[110,112-13,115,119-20,} \\ & 126,129] \end{aligned}$ |
|  | les / le: | $\begin{aligned} & {[114,121,123] \quad\{=\text { 'yeah'/ }} \\ & \text { 'yes' }\} \end{aligned}$ |
|  | les / le | [116, 128] |
|  | $1 \varepsilon$ | [117] \{scil.= 'yeah'\} |
|  | le: | [124] |
|  | les / (jes) | [131] |
| yesterday | 'ledadei | [65, 69, 72] |
|  | 'lestadei | [ 99,110$]$ |
| yet | let | $\begin{aligned} & {[69-70,72,85-6,88,90,92,} \\ & 109,123,125,127] \end{aligned}$ |
|  | let / le? | [98] |
|  | $1 \varepsilon$ | [118] |
|  | jet | [138] |
| yew (tree) | lu: / 'lus trix | [124] |
| yoghourt | 'lodot | [79, 113] |
|  | 'jodət | [132] |
| Yorkshire | 'lor?so | [89] |
| you | $\mathfrak{x}^{97}$ | [32-3] |
|  | mi: | [50] |
|  | u: | $\begin{aligned} & {[54-5,62-5,67-82,84-92 \text {, }} \\ & 94-5,97-8,103-9,112-5 \text {, } \\ & 117,121,123-7,131-2] \end{aligned}$ |
|  | ju: | [61, 134, 137, 140-1] |
|  | u: / jus | [129] |
| young | 1 n | [110] |
| younger | 'j^nə | [139] |
|  | 'j^ıgə | [149] |
| your | $\mathfrak{\text { æ }}$ | [32] \{probably pronoun reversal: see 'you'\} |
|  | ə | [43] |

97 This is probably pronoun reversal: in session 33 I sneezed repeatedly as part of a story then asked: "Who keeps sneezing?" Z responded [æ] pointing to me. That is, he uses [æ] for both $I$ and you. Similarly, his use of [mix] for you in session 50 occurred when he pointed to me in response to: 'Who'll drive the car, you or me?'

|  | a: | [51] |
| :---: | :---: | :---: |
|  | 9: | $\begin{aligned} & {[62,67,79,84,88,90-1,95,} \\ & 100,105-6,114,120,125, \\ & 128-9,131] \end{aligned}$ |
|  | u: | [85] |
|  | jos | [137-8] |
| yours | 9:z | [85, 90, 92, 95] |
| yourself | ง:'self | [112] |
| yoyo | 'louləu | [ 59,87$]$ |
| yum | 1 m | [63] |
| yummy | ${ }^{\prime} \mathrm{lnmis}$ | [112] |
| Zachary (Zak) | zæk / zæ / 'zæk di: / 'zækrix | [37] |
|  | zæk / zæ? | [38] |
|  | zæ? | [39] |
|  | sæ? | [42] |
|  | s:æ? | [48] |
|  | zæ? | [50, 54, 104] |
|  | zæP/'zæアəri: | [55-6] |
|  | 'zæPəri: | $\begin{aligned} & {[62-3,66,68,70,72,79,85,} \\ & 95,100,106-8,112,115,124] \end{aligned}$ |
|  | 'zæPəri: / zæ? | [114, 117] |
| zebra(s) | 'zisbo | [36, 38, 69] |
|  | 'ziebo / zis | [37] |
|  | ${ }^{\prime} z \varepsilon b^{r}$ | [72] |
|  | 'zebəz / 'zebəd | [78] |
|  | 'zebrə | [107] |
| zigzag | 'zitzæt / 'zi?zæ? | [45, 48] |
| zip | zip | [41] \{[z] blade alveolar, slightly palatalised\} |
|  | zip | [43, 46] |
| zoo | zu: | [119] |

### 6.4 Z's repertoire of gestures

As well as simply pointing to what he wanted (e.g. the television), Z also had a wide repertoire of gestures including the following, all from stages 1 and 2. All these gestures were sufficiently frequent and consistent for his family to be able easily to identify what he intended to communicate (cf. p. 108 above). A question mark by the entry indicates that it was only marginally transparent.

BACK-PACK (pointing over his shoulder at his own back)
BYE-BYE (standard hand-wave)
CAR (brrm - imitative)

CATERPILLAR (hand with fingers pointing down and wiggling)
DOMINOES (a point to his nose!)
DUCK (pac-man handshape with undulation)
EAT (fingers in mouth)
FATHER (a point to sore eyes - his father suffers from hay fever)
FISH (weaving motion of his right hand)
FROG (jumping motion with his hands)
GRANDMA \{paternal\} (a pat on the ground where she cut his nails)
GRANDPA \{paternal\} (the mixer sign with a point to me as he associates me with making cakes)
IVAN (wringing hands - his uncle suffered from damaged hands)
JO (indicating a pony-tail)
LAWN-MOWER (holding hands as though pushing a mower)
LIFT (PICK-UP) (raising arms to be picked up)
MIXER (FOOD) (both hands dipping into an imaginary bowl)
MORE THAN ONE (both hands raised beside his cheeks)
NO (a shake of the head)
PAINTING (imitative)
RABBIT (indicates ears?)
SCREWDRIVER (imitative of tool use)
SECATEURS (cutting motion?)
SELF (a point to himself)
SIT (a pat on the floor)
SNAIL (points round the side to his own back - indicating a house)
SPINNING ROUND (holding hands horizontally for his father to spin him round)
TIPPING (imitative)
UP(STAIRS) (points up)
WATERING (imitating using a watering can)
WORM (wiggling finger)
YES (a nod of the head)

## 7 Appendices

### 7.1 Z's cluster production

This appendix documents the 'clusters' produced by Z. This simple observation hides a multiplicity of problems, hence the scare quotes. First is the question of systematicity: in the first six stages $Z$ sporadically produced a number of complex articulations (such as [xw]) without these becoming in any way predictable. I have therefore gathered these together in appendix 7.1.1 as 'sporadic clusters'. Others, of course, may be able to see patterns where I have failed to do so. The second problem is raised by the contrast between clusters and secondary articulations, a problem which becomes particularly acute when these are on a continuum, as in the difference between [ts] and [ $\mathrm{t}^{\mathrm{s}}$ ]. Third, the adult target may be either one phoneme or two and it seems slightly odd to characterise the child's realisation of $/ \mathrm{z} /$ by $[-\mathrm{dz}]$ in please, or of /d3-/ by [dr-] in giraffe, as a cluster on a par with his realisation of /dz/ and /dr/ by [dz] and [dr]. None the less, I have generally included here all digraphs even where these are used for a single adult phoneme, except that heavy aspiration (represented by $\left[\mathrm{C}^{\mathrm{h}}\right]$ ) is not treated as instantiating a cluster. Apart from this a superscript typically indicates that the sequence is a secondary articulation rather than a cluster, though this is problematic with e.g. Z's first initial 'cluster' $\left[\mathrm{b}^{\mathrm{r}}\right]$. This leads to the fourth problem: given his later metalinguistic judgements (see section 5.1.6 and appendices 7.3 and 7.4) he may anyway be treating some adult clusters such as [fl] as unitary, whether as single segments or onsets. Finally, I have excluded clusters occurring across syllable boundaries - e.g. the [-mb-] in ['dæmba:].

For A's cluster development see APh: 169.

### 7.1.1 Sporadic clusters

| xw | for $/ \mathrm{kw}-/$ | 26 | (onomatopoeic imitation for quack) |
| :--- | :--- | :--- | :--- |
| $\mathrm{d}^{\mathrm{z}}$ | for $/ \mathrm{sw}-/$ | $26 ;$ | for $/-\mathrm{d} 3 / 37,51$ |
| $\mathrm{n}^{\mathrm{d}}$ | for $/-\mathrm{nd} /$ | 31 |  |


| $\mathrm{g}_{\mathrm{r}}$ | for $/ \mathrm{gr}-/$ | 31 |  |
| :--- | :--- | :--- | :--- |
| $\int^{\mathrm{w}}$ | for $/ \mathrm{J}-/$ | 36 |  |
| $\mathrm{v}^{\mathrm{z}}$ | for $/-\mathrm{vz} /$ | 36 |  |
| $\mathrm{f}^{\mathrm{w}}$ | for $/ \mathrm{fr}-/$ | 38 |  |
| $\mathrm{t}_{\mathrm{s}}$ | for $/ \mathrm{s}-/$ | 39 |  |
| $\mathrm{nt}^{\mathrm{s}}$ | for $/-\mathrm{yk} \mathrm{k}-/$ | 50 |  |
| $\mathrm{t}^{\mathrm{s}}$ | for $/-\mathrm{ks} /, / \mathrm{kr}-/$ | $54 ;$ | for $/-\mathrm{s} /, /-\mathrm{ks} / 57$ |
| $\mathrm{t}^{\mathrm{h}}$ | for $/ \mathrm{kl}-/$ | 56 |  |
| th | for $/ \mathrm{tr}-/$ | 56 |  |
| dz | for $/-\mathrm{z} /$ | 56 |  |
| $\mathrm{p}^{\mathrm{h}}$ | for $/ \mathrm{sp}-/$ | 56 |  |
| $\mathrm{l}^{\mathrm{w}}$ | for $/-\mathrm{l}-/$ | 60 |  |
| m p | for $/-\mathrm{lmit} /$ | 62 |  |
| Pt | for $/-\mathrm{t} \mathrm{f} /$ | 62 |  |
|  |  |  |  |

### 7.1.2 Final clusters

The clusters are listed in order of first appearance. 'nd' was the first cluster to appear - for adult /-nd/, 'mb' was the second to appear - for adult/-mbeld/, 'nt' the third - for adult /-nt/, and so on. However, I have then listed, again in order of appearance, the other adult sequence for which Z produced the same cluster. Thus 'nd' appeared (in session 43) for adult /-ndid/, (in session 56) for adult $/-\mathrm{yz} /$, etc.

| nd | for /-nd/ | 37, 56, 60, 61, 64 | \{plural\} |
| :---: | :---: | :---: | :---: |
|  | for /-ndid/ | 43 |  |
|  | for $/-\mathrm{yz} /$ | 56, 58, 69, 75 |  |
|  | for /-nd3/ | 58, 79 |  |
|  | for /-nz/ | 77, 78 |  |
| $\mathrm{n}^{\text {d }}$ | for /-nd/ | 69 | \{scrambled (egg) \} |
| mb | for /-mbold/ | 43 |  |
| nt | for /-nt/ | $48,60,62,65,68$ $70.78$ |  |
|  | for /-nt $\int /$ | 70,78 $56,58,61,65,76$ | \{plural\} |
|  | for /-ns/ | 64 |  |
|  | for $/-\mathrm{yk} /$ | 64, 69, 71, 74, 76 |  |
| $n z$ | for $/-\mathrm{yz} /$ | 51, 64, 71, 118 |  |
|  | for /-nz/ | 68, 91, 92 |  |
| mp | for /-mp/ | 56, 69, 80 |  |


|  | for /-lp/ | 58, 62, 64, 71 | \{help\} |
| :---: | :---: | :---: | :---: |
| md | for $/-\mathrm{mz} /$ | 58, 60, 75, 78 | \{plural and third person sg\} |
| ts | for /-ks/ | 58, 73 | \{plural\} |
|  | for /-kst/ | 92 |  |
| pt | for /-pt/ | 58,76 | \{past participle\} |
| n? | for $/-\mathrm{yk} /$ | 61, 64, 71, 87 |  |
|  | for /-nt/ | 64, 71 |  |
|  | for /-ns/ | 71 |  |
| p? | for /-pt/ | 62 |  |
| Pt | for /-ks/ | 63, 69, 81 |  |
|  | for /-kt/ | 72, 87 |  |
| lt | for /-lf/ | 64 |  |
|  | for /-ls/ | 69 |  |
|  | for /-lk/ | 91 |  |
|  | for /-lt/ | 98 |  |
| $\mathrm{b}^{\text {z }}$ | for /-bz/ | 67 |  |
| ns | for /-ns/ | 68 |  |
|  | for /-nt ${ }^{\text {/ }}$ | 92 |  |
| ld | for /-lz/ | 68, 71, 80 | \{plural\} |
|  | for /-ld/ | 74, 75, 81, 92, 109 |  |
| mz | for /-mz/ | 68, 89 | \{plural\} |
| dz | for /-gz/ | 71, 130 | \{plural\} |
|  | for /-dz/ | 92 |  |
| $\mathrm{d}^{\mathrm{z}}$ | for $/-z /$ | 71 |  |
| st | for /-st/ | 72, 85 |  |
|  | for $/-\mathrm{ft} /$ | 90 |  |
|  | for /-sk/ | 108 |  |
| $n t^{\text {s }}$ | for /-nt $\mathrm{S} /$ | 84, 90 |  |
| ft | for $/-\mathrm{ft} /$ | 87 |  |
| nPt | for $/-\mathrm{ykt} /$ | 87 |  |
| lf | for /-lf/ | 90, 92, 124 |  |
| ps | for /-ps/ | 90, 107 |  |
| vd | for /-vd/ | 90 |  |
| nts | for /-nts/ | 90, 95 |  |
|  | for /-yks/ | 105 |  |
| $\mathrm{t}^{\text {s }}$ | for /-ts/ | 91 | \{plural\} |
| ?s | for /-ks/ | 92, 117 |  |


|  | for $/-\mathrm{tS} /$ | 92,123 |
| :--- | :--- | :--- |
| lz | for $/-\mathrm{lz} /$ | 92,100 |
| mt | for $/-\mathrm{mpt} /$ | 105 |
| lp | for $/-\mathrm{lp} /$ | 106 |
| $\mathrm{nt} \int$ | for $/-\mathrm{nt} \mathrm{f} /$ | 108 |
| vz | for $/-\mathrm{vz} /$ | 108 |
| bz | for $/-\mathrm{bz} /$ | 114 |
| lvz | for $/-\mathrm{lvz} /$ | 116 |
| 3 d | for $/-\mathrm{d} 3 \mathrm{~d} /$ | 124 |
| yk | for $/-\mathrm{yk} /$ | 133 |
| ks | for $/-\mathrm{ks} /$ | 133,136 |
| kt | for $/-\mathrm{kt} /$ | 139 |
| yks | for $/-\mathrm{yks} /$ | 139 |
| gz | for $/-\mathrm{gz} /$ | 140 |
| sk | for $/-\mathrm{sk} /$ | 140 |

### 7.1.3 Initial clusters

| $\mathrm{b}^{\mathrm{r}}$ | for $/ \mathrm{br}-/$ | $68,69,70,72,77,79,91$ |
| :---: | :--- | :--- | :--- |
|  | for $/ \mathrm{bl} /-$ | $69,87,91,95$ |
| $\mathrm{~d}^{\mathrm{r}}$ | for $/ \mathrm{gr}-/$ | $69,70,71,73,74,85$ |
|  | for $/ \mathrm{dr}-/$ | $70,71,73,84$ |
|  | for $/ \mathrm{d} 3-/$ | $72,80,81,82,86,91$ |
| $\mathrm{t}^{\mathrm{s}}$ | for $/ \mathrm{skr}-/$ | 69 |
|  | for $/ \mathrm{k}-/$ | 70 |
|  | for $/ \mathrm{str}-/$ | 71 |
|  | for $/ \mathrm{t}-/$ | $71,73,74$ |
|  | for $/ \mathrm{kl}-/$ | $73,84,88$ |
|  | for $/ \mathrm{tr}-/$ | 88 |
|  | for $/ \mathrm{tj}-/$ | 105 |
| $\mathrm{~d}^{\mathrm{z}}$ | for $/ \mathrm{d} 3-/$ | $69,71,72,74,82,84$ |
|  | for $/ \mathrm{dr}-/$ | $71,82,84$ |
|  | for $/ \mathrm{gr}-/$ | $71,74,85,94$ |
|  | for $/ \mathrm{g}-/$ | 75 |
| dr | for $/ \mathrm{gr}-/$ | $69,72,74,76,84,129$ |
|  | for $/ \mathrm{dr}-/$ | $72,73,81,82$ |
|  | for $/ \mathrm{d} 3-/$ | $79,82,121$ |


|  | for / dj -/ | 106, 125 |
| :---: | :---: | :---: |
| $\mathrm{t}^{\text {r }}$ | for /tr-/ | 69, 70, 71, 77 |
|  | for /kr-/ | 69, 71, 73, 74, 77, 79, 83 |
|  | for /str-/ | 71, 73, 76, 81, 82 |
|  | for /skw-/ | 73 |
|  | for /t $\mathrm{f}-\mathrm{/}$ | 78, 79, 82, 84 |
|  | for /kl-/ | 79, 85 |
|  | for /kw-/ | 83 |
|  | for /skr-/ | 92, 93 |
| $\mathrm{f}^{\text {r }}$ | for/fr-/ | 70, 72, 76, 121 |
|  | for $/ \theta \mathrm{r}-/$ | 92, 113 |
|  | for /fl-/ | 95, 106 |
| br | for /br-/ | 70, 71, 74, 75, 84 |
|  | for /bl-/ | 101, 117, 124 |
| $\mathrm{b}^{\text {w }}$ | for /br-/ | 71 |
|  | for /bl-/ | 87 |
| $\mathrm{b}^{1}$ | for /bl-/ | 72, 79, 87 |
| tr | for /tr-/ | 72, 73, 74 |
|  | for /skr-/ | 77 |
|  | for /kl-/ | 78, 85, 86, 87, 100 |
|  | for /kr-/ | 78, 92, 129 |
|  | for /skw-/ | 80, 100, 119 |
|  | for /kw-/ | 87, 99, 102 |
|  | for /t $\mathrm{f}-\mathrm{/}$ | 92, 101, 124 |
|  | for /str-/ | 101, 107 |
|  | for /tw-/ | 112, 118 |
|  | for /stj-/ | 118 |
|  | for $/ \mathrm{tj}$-/ | 131 |
| fl | for /fl-/ | 72 |
| pl | for /pl-/ | 73, 81, 82, 92 |
| fr | for /fr-/ | 73, 94, 124 |
|  | for /fl-/ | 120, 124 |
|  | for $/ \theta \mathrm{r}-/$ | 123 |
| $\mathrm{d}^{\mathrm{w}}$ | for /gl-/ | 74 |
| dz | for /gr-/ | 74, 85, 97 |
|  | for $/ \mathrm{g}-/$ | 74 |
|  | for /d3-/ | 83 |
| $\mathrm{d}^{\mathrm{w}} \mathrm{r}$ | for /gr-/ | 74 |


| ts ${ }^{\text {r }}$ | for /kr-/ | 74 |
| :---: | :---: | :---: |
| $\mathrm{p}^{\text {w }}$ | for /pl-/ | 78 |
| $\mathrm{p}^{1}$ | for /pl-/ | 87, 95 |
| pr | for /pl-/ | 91, 92, 120 |
|  | for /pr-/ | 92, 97 |
|  | for /pj-/ | 113, 128 |
|  | for /spr-/ | 126 |
| bl | for /bl-/ | 92, 94 |
| $\mathrm{p}^{\mathrm{r}}$ | for / pl -/ | 92 |
| $\mathrm{f}^{\mathrm{w}}$ | for /fl-/ | 95, 99, 121 |
| d3 | for /gr-/ | 100 |
| $\mathrm{s}^{\text {r }}$ | for /fl-/ | 100 |
|  | for /sl-/ | 105 |
| Sr | for /sl-/ | 106 |
|  | for /str-/ | 107, 108 |
| fl | for /sl-/ | 112, 126 |
| fr | for /sl-/ | 112 |
| $\mathrm{s}^{\text {w }}$ | for /sw-/ | 112 |
| sn | for /sn-/ | 116, 120, 131 |
| sm | for/sm-/ | 116, 123 |
| sim | for /sm-/ | 124, 128 |
| $\mathrm{d}^{3} \mathrm{r}$ | for /gr-/ | 124 |
| sp | for /sp-/ | 125, 127 |
| s:p | for /sp-/ | 125, 127 |
| stit ${ }^{\text {h }}$ | for /st-/ | 125 |
| spr | for /spl-/ | 125, 126 |
| st | for /sk-/ | 126, 128, 135 |
|  | for /st-/ | 127 |
|  | for/stj-/ | 131 |
| str | for /str-/ | 127 |
|  | for /skw-/ | 127, 131 |
|  | for /skr-/ | 128, 134 |
|  | for /stj-/ | 131, 139 |
| gr | for /gr-/ | 129, 133 |
| kr | for /kr-/ | 129, 136 |
|  | for /kw-/ | 133, 140 |
| SW | for/sw-/ | 131 |
| stj | for /stj-/ | 131 |

sl for /sl-/ 133
pj for $/ \mathrm{pj}$-/ 133
kl for $/ \mathrm{kl}-/ \quad 133$
sk for /sk-/ 135
st $\int$ for /skw-/ 136
skr for /skr-/ 136
kl for /kl-/ 136
s:w for /sw-/ 136
skw for /skw-/ 136, 142
skj for /skj-/ 137
sk $^{\mathrm{h}}$ for /sk-/ 139
kw for /kw-/ 141
gl for $/ \mathrm{gl}-/ \quad 141$

### 7.2 Adult English initial clusters and their realisation by $\mathbf{Z}$

Clusters of adult English and the successive realisations with which Z produced them:

```
bl- b, b, bl, br, br, bl
br- \(\quad b, b, b^{r}, b r\)
kl- \(\quad \mathrm{d}, \mathrm{d}, \mathrm{t}, \mathrm{t}^{\mathrm{h}}, \mathrm{t}^{\mathrm{r}}, \mathrm{t}^{\mathrm{s}}, \mathrm{t} \mathrm{f}, \mathrm{tr}, \mathrm{kl}\)
kr- \(\quad \mathrm{d}, \mathrm{t}, \mathrm{t}^{\mathrm{s}}, \mathrm{ts}^{\mathrm{r}}, \mathrm{t}^{\mathrm{r}}, \mathrm{tr}, \mathrm{kr}\)
kj- t
kw- \(\quad \mathrm{t}, \mathrm{t}^{\mathrm{r}}, \mathrm{tr}, \mathrm{kr}, \mathrm{kw}\)
dr- \(\quad \mathrm{d}, \mathrm{d}, \mathrm{d}^{\mathrm{j}}, \mathrm{d}^{\mathrm{r}}, \mathrm{d}^{\mathrm{Z}}, \mathrm{dr}, \mathrm{d} 3, \mathrm{dr}\)
dj- d, dr
fj- f
fl- \(\quad \Phi, \mathrm{f}, \mathrm{f}^{\mathrm{w}}, \mathrm{f}^{\mathrm{r}}, \mathrm{f}^{1}, \mathrm{~s}, \mathrm{fl}, \mathrm{fr}, \mathrm{fl} \quad\{\) flapjack was special\}
fr- \(\quad \mathrm{f}, \mathrm{f}^{\mathrm{w}}, \Phi, \mathrm{f}^{\mathrm{r}}, \mathrm{fr}\)
gl- \(\quad d, d^{w}, d^{r}, d r, d 3, g l\)
gr- \(\quad r,{ }^{1}{ }^{1}, d^{\prime}, d^{r}, d^{z}, d 3, d r, d z, ~ g r ~\)
hj- \(\quad \mathrm{h}\) \{see 'huge' in alphabetical list of entires, ch. 6, section 6.3 \}
mj- m
\(\mathrm{nj}-\quad \mathrm{n}, \mathrm{nj}\)
pj- \(\quad b, b, p^{h}, p, p r, p j\)
pl- \(\quad b, b, p, p^{w}, p^{r}, p^{1}, p l, p r, p l\)
```

| pr- | $\mathrm{p}, \mathrm{pr}$ |
| :---: | :---: |
| sk- | $\mathrm{t}, \mathrm{t}^{\mathrm{h}}, \mathrm{s}: \mathrm{t}, \mathrm{st}, \mathrm{sk}$ |
| skr- | $\mathrm{d}, \mathrm{t}, \mathrm{t}^{\mathrm{s}}, \mathrm{t}^{\mathrm{r}}, \mathrm{t}^{\mathrm{h}}, \mathrm{tr}, \mathrm{s}, \mathrm{str}, \mathrm{skr}$ |
| sl- | $\mathrm{d}, \mathrm{s}, \int, \int \mathrm{l}, ~ \int \mathrm{r}, \mathrm{sr}, \mathrm{sl}$ |
| sm- | s, sim, sm |
| sn- | s, $\mathrm{n}, \mathrm{s}: \mathrm{n}, \mathrm{sn}$ |
| sp- | $\mathrm{b}, \mathrm{b}, \mathrm{p}, \mathrm{p}^{\mathrm{h}}$, s:p, sp |
| spr- | $\mathrm{p}, \mathrm{pr}$ |
| skw- | $\mathrm{t}, \mathrm{s}, \mathrm{t}^{\mathrm{r}}, \mathrm{tr}, \mathrm{str}, \mathrm{skw}$ |
| st- | d, d, t, sit, st |
| str- | $\mathrm{t}, \mathrm{t}^{\mathrm{r}}, \mathrm{tr}, \mathrm{s}, \mathrm{sr}, \mathrm{str}$ |
| stj- | tr, str, stj |
| sj- | s |
| sw- | $\mathrm{s}, \mathrm{s}^{\mathrm{w}}, \mathrm{f}, \mathrm{sw}$ |
| $\theta \mathrm{r}-$ | d, v, d, f, $\mathrm{f}^{\mathrm{r}}$, fr |
| tr- | $\mathrm{d}, \mathrm{d}, \mathrm{t}, \mathrm{t}^{\mathrm{h}}, \mathrm{t}^{\mathrm{r}}, \mathrm{t}^{\mathrm{s}}, \mathrm{tr}$ |
| tj- | $\mathrm{t}^{\mathrm{s}}$, tr |
| tw- | $\mathrm{d}, \mathrm{t}, \mathrm{t}^{\mathrm{r}}, \mathrm{tr}$ |

There are no examples of the remaining adult clusters.

### 7.3 Metalinguistic data

Because of their importance in the discussion of levels of representation I have assembled Z's various metalinguistic judgements chronologically by session. Examples which have been discussed in the text are identified by page reference.

22 In this session Z practised all sorts of sounds, including on an ingressive air-stream mechanism, and attempted to imitate individual words in a way he used not to.
29 He now (systematically) used alternate pronunciations - either in play or in practice, as in: 'hınis / h $\boldsymbol{\wedge}$ 'nis - honey; 'bo 'bijə/ 'bə 'bija/ 'bu: 'bija - Bob the Builder.
31 Metalinguistic use of 'no' (see p. 58)
43 Putative first echoic use:
NS: "Me too"
Z: not mis tui, 'ræma - Not 'me too', Grandma [does].

58 First systematic use of contrastive stress (see p. 72)
59 Z became aware of his own and others' differing pronunciations for some words (see p. 74 and the dialogue below):
Anne: What's that?
Z: 'maitəweidə (microwave)
Anne: What does Mummy call it?
Z: 'maitəweid
63 Z corrected the term 'fawn' in a book I was reading to him to 'deer'.
67 He spontaneously said [nait] for knife; when I said: "What do I call it?" he responded [naif] (twice) and then reverted to calling it [nait].
70 He resisted correction of his pronunciation, probably because the correction was the same as his intention. He said ['wini: 'ə 'pu: 'ba:] - Winnie the Pooh Bear - very carefully and deliberately with stress on each element. When he was corrected from [ $\partial$ ] to 'the', he responded vehemently: ['wini: 'ə 'pu:].
80 Imitating a (Scottish) accent (see p. 115).
81 Changing his choice of lexical item.
He said [it 's:məu mendid] - It's almost mended. When I tried to get him to repeat 'almost mended', he came back with 'nearly mended' [niəli: mendid], presumably because he realised we often had trouble understanding him, so changed the word.
82 He corrected me very firmly and clearly when I pronounced the flower ‘Daddylions’ instead of 'dandelions' - ['dændislæ ${ }^{\text {n }} \mathrm{n}$.
92 Commenting on the use of different terms for the same item (the lawn-mower box) (see pp. 82-3)
100 Sub-vocal rehearsal in a whisper to himself, alternating between pronunciations (see p. 116).

Playing with my name: "['dræmpa:pa:] is what I call you".
106 Commenting on my pronunciation (and grammar): afternoon (see p. 87).

The first clear examples of 'repairs' also occurred in this session (see p. 116) and: [ei did 'sraid daun, 'srid daun] "They did slide down, slid down."

Comparable examples occurred in several of the following sessions.

107 He said [si:z] for 'sneeze'; when asked to repeat it, he said [si:nz].
109 For 'scrambled egg', see p. 117. Comparable self-correction occurred in session 128.
110 For 'glass' and 'grass', see p. 116.
113 Describing a picture of a hospital ward, he spontaneously selfcorrected 'lady' to 'nurse' [nə:s].
115 For 'sleep' and 'sheep', 'squash' and 'cloth', see p. 117.
116 He said that 'play' and 'pray' (both of which he pronounced [prei]) are the same for him but different for me.
118 For what 'frog' and 'farm' begin with, see p. 117.
120 He volunteered the accurate information that he says 'sleeping' and 'sweeping' the same, [ [iipin], and I say them differently.
121 After saying I was really 'Grandpa Neil' he said he calls me ['dræmpa: fo: sost] - "'Grandpa' for short".

After repeating 'square' and 'chair' to himself a few times, both [tre:] for him, he explicitly described them as the same for him but different for me.
124 He was adamant that 'sugar' ([Judə]) and 'sweet' ([Jist]) begin the same (with [J]) both for him and for me.

For 'foam' and 'fireman', see p. 117.
126 For 'usually', see pp. 116, 117.
133 For 'piano', see p. 117. He alternated between [pjænəu] and [prænəu] in his pronunciation but, when asked, said explicitly that the former was correct.
137 He corrected my usage of "at the double" by saying: [nəu 'græmpa: - 'on $\partial \mathrm{d} \wedge \mathrm{b} \partial \mathrm{l}$, nət 'æt $\partial \mathrm{d} \Lambda \mathrm{b} \partial \mathrm{l}]$ - "No, Grandpa: 'on the double', not 'at the double'."
138 For 'yellow' and his awareness of syllable structure, see p. 117.
139 Vocabulary correction:
[its not $\partial$ 'futbosl, its $\partial$ 'frəubosl] - "it's not a football, it's a ball for throwing".
140 Playing games with words, see p. 115.
141 On 'glass' as [glæs] or [gla:s], see p. 116.
148 Intermittently over several months he called me 'Dad' and then self-corrected to 'Grandpa'. This self-correction seemed to be comparable to that he made with changing [ $\operatorname{tr} \wedge \mathrm{mz}$ ] to $[\mathrm{kr} \wedge \mathrm{mz}$ ] for crumbs, for instance. That is, it was marked by the same sort of delay and intonation, indicating the same kind of monitoring.

### 7.4 Inventory of Zachary's judgements of what various words begin with, reproduced (with copious additions) from Smith, N. V. (2005)

The most striking, and problematic, of Z's metalinguistic judgements were his identifications of what words 'begin with', so I have collated an alphabetical list of all the relevant examples together here.

The left-hand column is either the stimulus I gave him or what he spontaneously volunteered; the middle column is his response or continuation: what the item in the first column "begins with"; and the right-hand column is his normal pronunciation of the word at the time. Some of the phonetic detail has been simplified. Where several entries occur for the same word this simply records different utterances of the same item (in chronological order). Some of the very late examples (e.g. design or the second instance of spoon) show a significant change in his ability but are included for the sake of completeness.

| Amahl | $-[ə]$ | 'æma:l |
| :--- | :--- | :--- |
| Anne | $-[ə]$ | æn |

He volunteered that "Amahl and Anne begin the same with [ə]." These are the names of his parents.

| before | - [fə] | ${ }^{\text {'ffos }}$ |
| :---: | :---: | :---: |
| begin | - [də] | bi'din |
| bottle | - [bo?] | botal or bo?al |
| box | - [bə] | bo?s |
| bread | - [ $\mathrm{d}^{\mathrm{r}}$ )] | bred |

When I contradicted him he gave: [ $b^{\mathrm{r}} \partial$ ].

| chair | $-[\operatorname{tr}]$ | tre: |
| :--- | :--- | :--- |
| climb | $-\left[\mathrm{tr}^{\circ}\right]$ | traim |
| cloth | $-\left[\mathrm{t}^{\mathrm{r}} \partial\right]$ | tro $\int$ |
| cow | $-\left[\mathrm{p}^{\mathrm{h}} \partial\right]$ | tau |

When asked again, he managed [thə], and then volunteered: [thə] fə tau ən t $\Lambda$ bəd i.e.- [thə] for cow and cupboard (his pronunciation was [t $\mathrm{t} \boldsymbol{\mathrm { b }} \boldsymbol{\mathrm { b }} \mathrm{d}$ ]).

| crane | $-\left[\mathrm{t}^{\mathrm{r}} \partial\right]$ | trein |  |
| :--- | :--- | :--- | :--- |
| cupboard | $-[$ thə $]$ | t^bəd | See 'cow' |
| Daddy | $-[\mathrm{d} \partial]$ | dædi: |  |
| design | $-[\mathrm{d} \partial]$ | di'zain |  |
| drum | $-[d \mathrm{dr}]$ | drım |  |

When asked: "Is that the same as 'duck'?", he replied: "No."

| egg | $-[\supset]$ | $\varepsilon d$ |
| :--- | :--- | :--- |
| equipment | $-\left[\mathrm{tr}^{2}\right]$ | tripmənt |


| farm | - [fə] | fa:m |
| :---: | :---: | :---: |
| fire | - [fə] | fæ: |
| fireman | - [fə] | fæ:mən |
| flapjack | - [J] |  |
| flapjack | - [f $\left.{ }^{\mathrm{w}}\right]$ | $\mathrm{f}^{\mathrm{w}}$ æpdzæ? |
| flapjack | - [fr] | fræpdzæ? |
| flower | - [fr] | fræwว |
| foam | - [fə] | foum |
| foot | - [fə] | fut |
| fork | - [fə] | for? |
| forty | - [fə] | fortix |
| frame | - [frə] | freim |
| France | - [frə] | fra:ns |
| frog | - [frə] | frod |

Explicitly not the same as 'farm'. Much later (session 142) he said spontaneously: [its f ${ }^{\text {r }}$ ə fə frəg, nっt fə] - "It's 'fr' for 'frog' not 'f'."

$$
\text { funny } \quad-[f ə] \text { fani: }
$$

Explicitly not the same as 'France'.

| giraffe | - [dr] | dra:f |
| :---: | :---: | :---: |
| girl | - [də] | dəsl |
| Grandma | - [dra] | drænma: |
| Grandma | - [də] | drænma: |
| Grandpa | - [dra] | dræmpa: |
| Gruff | - [dra] | dr $\wedge$ f |
| grape | - [dr] | dreip |
| hand | - [fə] | hænd |

When asked again, he managed [hə].

| honey | - [hə] | hıni: |  |
| :---: | :---: | :---: | :---: |
| horse | - [hə] | hoss |  |
| ice-cream | - [ais] | 'aistri:m |  |
| Jimmy | - [drə] | drimi: |  |
| John | - [drə] | dron |  |
| Josh | - [drə] | dros or d30 $\int$ |  |
| Josh | - [d32] | dros or dzof |  |
| Josh | - [ $\mathrm{drr}^{2}$ ] | dros or dzof |  |
| Joshua | - drosu: | $i^{\prime}$ dinz wið $\mathrm{d}^{\text {d }}{ }^{2}$ |  |
| Jupiter | - [d3ə] | druspita or dzuxpita |  |
| kettle | - [to] | tetul | See 'tomato' |
| lion | - [10] | laiən |  |
| Mummy | - [mə] | $\mathrm{m} \wedge$ mis |  |


| nose | $-\left[\mathrm{n}^{\mathrm{r}}\right]$ | nəuz |
| :--- | :--- | :--- |
| piano | $-\left[\mathrm{p}^{\mathrm{r}} \partial\right]$ | prænəu |
| piece | $-\left[\mathrm{p}^{\mathrm{h}} \partial\right]$ | piss |
| plant | $-[\mathrm{pr}]$ | praint |
| play | $-[\mathrm{pr}]$ | prei |
| poppy | $-[\mathrm{p}]$ | popi: |
| pot | $-[\mathrm{p}]$ | pət |
| potato | $-[\mathrm{t} \partial]$ | teitəu |
| pray | $-[\mathrm{pr}]$ | prei |
| pretend | $-\left[\mathrm{b}^{\mathrm{r}}\right]$ | pri'tend |

After much thought he said: 'pri' begins with $\left[\mathrm{b}^{\mathrm{r}}\right]$, just like 'Brussels', and 'tend' begins with [ $\mathrm{t}^{\mathrm{P}}$ ].

| room | - [ $\mathrm{r}^{\text {² }}$ ] | rum |
| :---: | :---: | :---: |
| Scoop | - [ $\mathrm{t}^{\mathrm{h}}$ อ] | tu:p |
| Scoop | - [sə] | sturp |
| scrambled | - [tr] | træmbald |
| sheep | - [S] | siep or firp |
| sky | - [so] | tai or s:tai |
| sleep | - [J] | Jisp |
| sleep | - [ə ¢ə] | Jisp |

He prefixed several of his answers with a schwa that I interpreted as an indefinite article.

| sleeve | - [J] | sisv or fiiv |
| :---: | :---: | :---: |
| sleeve | - [ $\left.{ }^{3}\right]$ | fiiv |
| sneeze | - [ح sii] | siiz |
| sorry | - [s $\left.{ }^{\text {3 }}\right]$ | 'ssi: |
| spoon | - [ $\mathrm{p}^{\mathrm{h}}$ ข] | pu:n |
| spoon | - [so] | sipuin |
| Spud | - [sə] | p $\wedge$ d |
| squash | - [ $\mathrm{t}^{\mathrm{r}}$ ] | tros |
| star | - [sə] | sta: |
| stool | - [ $\mathrm{t}^{\mathrm{h}}$ )] | tu: 1 |
| strong | $-\left[\mathrm{tr}^{\text { }}\right.$ ] | tron or (once) sron |
| swans | - [J] | Jonz |
| sweet | - [J] | Jist |
| swimming | - [J] | Simin |
| swing | - [s] | $\mathrm{s}^{\mathrm{w}}$ in |
| thanks | - [s] | sænts |
| think | - [ $\mathrm{s}^{\text {² }}$ ] | sint |
| think | - [ $\left.\mathrm{s}^{\mathrm{s}}\right]$ | $\sin$ ? |

He volunteered: "Just like 'sorry'."

| thirty | $-[\mathrm{se}]$ | forti: or sastix |
| :--- | :--- | :--- |
| three | $-[\mathrm{fr} \partial]$ | fri: |

He volunteered: "Just like 'frame'."
tomato - [to] ma:təu
Repeated [tə] when questioned. He then volunteered: a tetul bi'dinz wið a 'tə' "A kettle begins with a [to]."

| NS (holding up a tomato) "What does this Z: begin with?" |  |  |  | [mas] |
| :---: | :---: | :---: | :---: | :---: |
| NS "And when I say it?" |  |  | Z: (sotto voce) | [to'maitəu] |
| torch | $-\left[t^{2}\right]$ | tos |  | pause: [to'ma:] |
| train | - [ $\mathrm{t}^{\mathrm{r}}$ ] ] | trein |  |  |
| usually | - [lə] | u:zali: or | u:zoli: |  |
| yawn | - "don' | 10:n |  |  |
| yawn | - [lo] | bin |  |  |
| yellow | - [lə] | leləu |  |  |
| yellow | - [jə] | jeləu |  |  |

He actually said: "[jə] and [lə]". He had begun (session 138) to sound out non-initial consonants, often saying that the word ends in the non-word-initial but syllableinitial consonant. Similarly: [Jugə endz wiv ə gə] - ""Sugar' ends with a [g]."

| your | - "don't know" | $0:$ |
| :--- | :--- | :--- |
| Zachary | $-[\mathrm{za}]$ | 'zæ?əri: |
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[^0]:    1 If McMahon (2007:181) is right that "prosodic and segmental phonology are separate components neurologically [and] acquisitionally" this limitation is venial.

[^1]:    1 There are ways of decreasing the numbers involved but, as I postulated twenty-nine ordered rules, the magnitude of the problem should be clear.
    2 The notion of parameter appealed to is not the same as the current notion discussed below. The length of childhood is perhaps a little brief: $10^{8}$ seconds is a little over 3 years.

[^2]:    4 Although these levels represent increasing degrees of success, progress is not necessarily linear. Hayes (1999: 247) makes the nice point that we often have phonetic explanations for phonological facts even when we are unable to incorporate these explanations into a descriptively adequate formal phonology.

[^3]:    7 Linguists may not have discovery procedures but children must.

[^4]:    8 This issue interacts potentially with the question of whether the learning algorithm has a memory. The idealisation to instantaneity entails that it needs no memory, but where intervening stages affect the final steady state this may or may not be the result of memory effects.

[^5]:    10 That is, learning which results in knowledge beyond what is available in the input.
    11 In their discussion of the merger of (e.g)/r/ and /w/ as [w], Hale and Reiss (2008: 61) assert that the child may be making distinctions that are inaudible to the transcriber. This may be so, though A responded to his own (tape-recorded) pronunciation the same way an adult would.

[^6]:    1 The claim at this level of generality is not intended to favour rule-based over constraint-based systems.

[^7]:    4 Presumably this was ultimately a perceptual confusion: the auditory properties of [s] and [f] are close (see e.g. Stelmachowicz et al., 2007), though this was not acknowledged in APh.
    5 This seems to be at variance with the observation by Fikkert (2007: 541), citing Dresher (2004), that "only contrastive features can be represented", where this presumably means features contrastive for the child. If I am right that the child has no system of his own, the notion 'contrastive for the child' is not well-defined.

[^8]:    6 A fully formalised version of all the rules appears in APh．
    7 To enable direct comparability with the analyses of APh I retain［coronal］as a binary feature rather than its now standard treatment as unary（see Sagey，1986；Roca and Johnson，1999：635； Hall，2007）．

[^9]:    8 The argument was that the omission of the final $/ \mathrm{z} /$ was a partial function of the plural morphology. The reverse situation in which phonological facts constrain (or facilitate) the acquisition of the grammar is common; cf. Monaghan et al. (2005).

[^10]:    9 This observation was, I think, correct despite the explicit claim I made (APh: 150) that A could "easily identify such pairs as riddle and wriggle correctly". On occasion he doubtless did, but not with the consistency I had suggested.

[^11]:    10 Both I and II are oversimplifications in that they ignore the difference betwen realisation rules proper and 'phonetic detail' rules. I think there is anyway a case to be made for claiming that the distinction is spurious. See chapter 5, especially section 5.1.5, for discussion.

[^12]:    11 Entia non sunt multiplicanda praeter necessitatem. William of Ockham, 1285-1347 - "Entities are not to be multiplied beyond necessity" (i.e. restrict your theory to what is 'conceptually necessary'). Procrustes was an Attic bandit who made people fit his iron bed by either lopping off their feet or stretching them on the rack. He was slain by Theseus.

[^13]:    1 Specifically, languages with initial /sT/ clusters ( T is an obstruent) are characterised by the parameter setting [Nuclei +govern] whereas languages with initial /TT/ clusters require both this and the setting [Initial ON No] (ON is Onset Nucleus).

[^14]:    6 Though there was one stage when voiceless sonorants [ $\left.4, \mathrm{~m}_{\Omega}, \mathrm{n}\right]$ appeared.
    7 See Menn (2004: 63ff.) for discussion of this problem.

[^15]:    8 The situation is not materially improved by the fact that the inventory of segments has no status in OT but emerges as an epiphenomenon of the induced ranking.
    9 Itself an undesirable increase in the expressive power of the theory.

[^16]:    10 See e.g. Cooke and Scharenborg (2008), who report essentially identical auditory discriminability for intervocalic /s/and / $\mathrm{f} /$.

[^17]:    13 Hayes cites (1999: 267) the example of A's voicing of stops as an example of distribution maximising ease of articulation. He also suggests that the gap between phonetics and phonology is bridged by the 'grammar design' of language learners (ibid.: 247).

[^18]:    16 Such a network could be used for the implementation of perceptual representation but not as a replacement for symbolic structures. For production, if there is no psychological reality to the output, symbolic status of the forms is unnecessary.

[^19]:    17 It is possible to differentiate symbolic from sub-symbolic semantic representations on the criteria of semantic evaluability and compositionality. There seems to be no phonetic correlate of the former, but metalinguistic manipulation seems to presuppose something akin to the latter.

[^20]:    1 Z was 'mushy' in Menn's (2004: 62) sense.

[^21]:    2 But cf. Hurford's (2003: 51) observation: "it is highly probable that the transcriber imposes decisions informed by his own knowledge, and thus the true raw material which a child processes is not represented". The same remark is relevant when considering the analyst's interpretation of the child's output. See also the discussion in Hale and Reiss 2008: 59 (fn.2) on the status of [x].

[^22]:    5 The details of Z's pronunciation of these and subsequent examples can be found in the diachronic lexicon (see ch. 6, section 6.3).
    6 There were also a few instances of [k] (an unreleased velar) in final position (e.g. [rok $\left.{ }^{\top}\right]$ - rock).

[^23]:    8 See fn. 7 to chapter 2 above; [ $\pm$ anterior] would now be a dependent of [coronal].
    9 The status of this process is somewhat different from that of the other rules as it doesn't deal with elements of the target language.

[^24]:    $10 / \mathrm{t} \mathrm{f} /$ appeared only as [d] but I take this to be an accidental gap in the data.
    11 For the feature [spread] see Hall (2007). [spread] is not obviously ideal for capturing the fortis/ lenis contrast and should perhaps be replaced by [heightened subglottal pressure] as in APh.
    12 The only example of $/ 3 /$ (in (tape)-measure) occurred as [d] (['mædæ]).

[^25]:    13 Affricates would now be characterised by the association of two segments to a single unit on the timing tier (see Clements and Keyser, 1983; Roca and Johnson, 1999: 209). I keep the old feature [del(ayed) rel(ease)] for comparability with APh: cf. fn. 7 to chapter 2 above.

[^26]:    14 There was even greater variation, including marked aspiration, in session 46 - see the diachronic lexicon.
    15 Only with following egg ([cd]).

[^27]:    30 Though examples of pretend play began at the latest at age 2 years 3 months (pretending to eat people), and perhaps earlier if the dialogue with 'no' (p. 58, session 31) is a form of teasing pretence.

[^28]:    1 The claim at this level of generality is not intended to favour rule-based over constraint-based systems: a more neutral locution might simply be 'systematic' or 'pattern-implementing'. I return below to the question whether 'rule-governed' is an appropriate locution for processes implemented by a neural network.

[^29]:    2 And similarly with many other pairs: book/boot; Helen/helicopter; sheep/sleep, etc.

[^30]:    4 Or a simultaneous sub-part of the PF. That is, a gesture may co-occur with a more standard phonological form such as that represented in the present example as [mo:]. Z's gestures appeared not to have the systematic syntactic motivation that Jouitteau (2004) describes.

[^31]:    8 For detailed discussion see Hale and Reiss (2008: ch. 2).
    9 I assume that for OT to work even a restriction to faithfulness constraints (limited to input $\rightarrow$ output mappings) would still necessitate the psychological reality - hence representational status of both.

[^32]:    10 Examples of such 'cognitive' effects include imitation, avoidance and the extra burden of accessing low-frequency words. For the first see Zonneveld's (in press) "Catching heffalumps" and its discussion of the role of imitation in reflecting properties of the grammar; for the second, see e.g. Schwartz and Leonard (1982); for the third, see Stemberger and Bernhardt (1999: 434).

[^33]:    16 If the child's output is not represented it would be more accurate to describe these as 'articulatorily realised auditory targets'.

[^34]:    1 The analysis of A's data started at age 2 years 60 days: the precise beginning of Z's stage 4 .

[^35]:    16 Used to indicate the end/disappearance of anything - both before and after - e.g. signalling that he is ready to get out of the bath; go to bed after listening to songs and stories; etc.
    17 The alternation was in the context of a following it, giving: [to:l it/ to:wir] - call it.

[^36]:    43 A general egressive air stream (breathy voice).

[^37]:    68 'new' has as its initial consonant a coarticulated bilabial/alveolar nasal; sometimes reduced to either of the two components.
    69 Used both as the contrary of yes, and as a general marker of negation.

